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Abstract

This thesis addresses the problem of cooperative motion planning and control for a group of co-operating unmanned aerial systems through cluttered and uncertain environments, subject to a broad range of coordination and temporal constraints. The proposed solution expands the type of time-critical missions that can be automated using cooperative motion control frameworks.

This work introduces the use of novel geometric queries to aid a sample-based motion-planning algorithm guide the growth of a rapidly-exploring random tree through the narrow passages in cluttered and uncertain scenarios. To this effect, specific silhouette and tolerance verification queries are designed for the geometric objects that represent vehicle motion and environmental obstacles. The combination of the silhouette-informed path planner with a CNC-inspired path-smoothing method, and a centralized cooperative speed-assignment algorithm yields a set of $C^2$ continuous trajectories that maintain safe separation with all uncertain obstacles and cooperating peers, meet desired mission constraints, and satisfy a set of simplified dynamic constraints.

The vehicles are then tasked to follow their assigned paths and coordinate online to meet mission objectives, desired inter-agent spacing constraints, and temporal constraints—such as a time of arrival or a window of arrival. The thesis introduces two types of inter-agent spacing constraints—tight and loose coordination—and three types of temporal constraints—unenforced, relaxed, and strict—that result in six general time-critical coordination strategies. This thesis presents six distributed coordination protocols to enforce this range of constraints. These coordination protocols rely on a lossy communication network that can be disconnected pointwise in time at all times, but is connected in an integral sense over a sliding temporal window. This work derives transient and steady-state performance bounds for the tight coordination protocols. Simulation results through a cluttered urban-like environment, where vehicles are subject to wind disturbances, corroborate the theoretical results.
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Chapter 1

Introduction

This chapter presents a mission scenario that motivates the work in this thesis, provides an overview of the background and related work, outlines the structure of the thesis, and summarizes the contributions.

1.1 Time-Critical Coordination Frameworks

As the capabilities to sense, avoid, and plan in complex scenarios advance, autonomous robotic systems transcend the boundaries of industrial, manufacturing and research environments to become increasingly prevalent in everyday life. Indeed, the decreasing costs and growing interest in autonomous systems has spurred the design of cooperative frameworks for complex multi-agent missions. However, current algorithms lack the ability to enforce the range of coordination, temporal, and spatial constraints that a team of human operators would intuitively use to control multi-agent systems. Despite this, the advent of cooperative collision-free trajectory generation algorithms [1 2], coupled with synchronized path-following protocols [3 4], marked a milestone for the safe execution of cooperative missions. To narrow the gap between human operators and current cooperative motion planning and control algorithms, this thesis focuses on two thrusts:

i) the generation of safe trajectories for a cooperating fleet of Unmanned Aerial Systems (UASs) through cluttered environments; and

ii) the consensus protocols that enable online synchronization of the path-following vehicles for a variety of coordination and temporal constraints.

Several cooperative frameworks have been proposed to tackle motion control of a fleet of UASs. The framework in [5] uses temporal logic for mission planning, execution, and monitoring in the context
of a small urban environment. The authors in [6] consider a varying network topology and different clustering techniques but neglect the underlying algorithms responsible for executing autonomous flight. The research in [7] uses a vision-based Bayesian approach to cooperatively search for a target in an environment where the UASs fly above all obstacles. The work in [8] includes a cooperative framework for aerial and surface vehicles embedded in an environment without obstacles and a time-varying network topology. This thesis builds upon the cooperative framework in [4] to broaden the spectrum of temporal and coordination constraints, considers the uncertainty associated with environmental obstacles and path-following algorithms with a focus on cluttered environments, and a lossy communication network that supports the exchange of information among UASs for coordination purposes.

The following section presents a motivational scenario that illustrates the type of time-critical coordination missions addressed here, and highlights the gaps in prior coordination frameworks that this thesis attempts to tackle.

### 1.2 Motivational Mission Scenario

This section introduces a Search And Rescue (SAR) scenario that highlights the types of spatial, temporal, and coordination constraints that the cooperative framework shall capture to successfully execute a mission. Figure 1.1 shows a mountainous area where a hiker has disappeared. The search team is tasked with exploring the area to gather information and ultimately locate the missing person. The search team is equipped with a set of UASs distributed in two airfields, located beyond the top-left and bottom-right sections of Figure 1.1. Fleets A and B are composed of three UASs scheduled to take off and land at one of the airfields, within a temporal window assigned by the local Air Traffic Control (ATC) authority. Previous work on cooperative motion planning can design trajectories that arrive at the desired location within a temporal window. However, existing coordination algorithms do not observe these arrival windows online, which are common in ATC.

Initially, the members of each fleet will fly in close proximity to each other and will coordinate tightly with its close-proximity neighbors. Meanwhile, fleet A and fleet B will engage in mid-to-far proximity operations. Hence, members of separate fleets need not coordinate accurately with each other until they approach the area of interest for SAR. Again, prior time-critical coordination
algorithms do not conceive a loose coordination behavior, where vehicles are allowed bounded coordination errors.

When the vehicles arrive at the point of interest for SAR, both fleets must start a joint effort to locate the hiker and interact in close proximity. Each vehicle will leverage global information acquired during the planning phase of the mission—terrain maps, hiking routes, and nearby shelter locations—with local information coming from sensors—visible range and infrared cameras, LiDAR, or altimeters—to find signs of a lost hiker. If at least one UAS finds evidence that may lead to the missing person, the fleets may alter their flight plan to further investigate the area and provide detailed information to the rescue team. In this process, the UASs are likely to fly through unstructured cluttered environments such as a cave or underneath the tree canopy. The obstacle information in these scenarios may come from different sources—a database, onboard sensors, or even other UASs—with different levels of uncertainty. Uncertain and cluttered scenarios are still a challenge for motion-planning algorithms.

The search phase will terminate either when the missing hiker has been found or due to mission constraints—limited range, flight time, lossy communication links, or impassable narrow corridors. Then, both fleets will initiate the return to the corresponding airfield and will land within the temporal windows assigned by the local ATC authority.

Figure 1.1: Cooperative SAR scenario with two coordinating fleets of UASs.
1.3 Related work

1.3.1 Path Planning in Cluttered Scenarios

In the context of trajectory generation, rapidly-exploring random trees (RRT) were developed as a single-query method that can quickly expand through the configuration space \[9\]. More recently, a modified version of the algorithm with asymptotic optimality guarantees, RRT* was proposed \[10\]. However, these methods tend to require large numbers of samples to identify paths through narrow corridors. Also, convergence to the optimal solution in \[10\] requires exhaustive sampling of the configuration space. As a result, numerous efforts have pursued the derivation of heuristic techniques that reduce the number of samples without degrading the quality of the path produced. The work in \[11\] utilized potential functions to guide the sampling towards the regions of interest, reduce memory utilization, and increase the convergence rate towards the optimal solution. Researchers in \[12\] combined RRT* with a Linear Quadratic Regulator (LQR) for the linearized dynamics of an under-actuated system. In this case, the LQR was used to automatically define a domain-specific distance method and the corresponding node extension mechanism. The authors in \[13\] guided the growth of the tree towards lower-cost regions in the configuration space through biased sampling. The work in \[14\] introduced two methods: i) local biasing to improve convergence to the optimal solution, only activated after a solution is found, and ii) node rejection to reduce the number of nodes in the tree and improve efficiency. In this case, the algorithm rejects nodes that cannot improve the cost of the solution. Finally, they combined these heuristics with RRT* \[10\] and RRT-connect \[15\]. Certainly, a significant part of the heuristic efforts in rapidly-exploring random trees focuses on improving the rate of convergence to the optimal solution. On the other hand, the work in \[16\] increased the probability of sampling in a narrow corridor by borrowing tools initially developed for Probabilistic RoadMaps (PRM) \[17\]. The authors in \[18\] suggested the use of a penetration-depth algorithm to sample on the boundary of the obstacle-free region of the configuration space, while the algorithm in \[19\] analyzes the topology of the configuration space and creates a graph through the obstacle-free region. This graph is then leveraged to sample near the regions of interest from a topological viewpoint.
1.3.2 Time-Critical Coordination

Inspired by clock synchronization and distributed consensus algorithms such as [20, 21, 22], the authors in [23, 24] propose a distributed control framework that addresses online vehicle coordination. In this context, coordination implies that agents meet desired relative position constraints such as simultaneous or sequential arrivals, specific formation patterns, or simply safe separation among vehicles, depending on the design of the 4D trajectories. To achieve this, the fleet must reach agreement on some distributed time-variables of interest, and at the same time, ensure that these variables evolve at a desired rate, which sets the pace of the mission. These time-variables are referred to as the coordination states. The work in [23, 24] focuses on coordination and does not address absolute temporal constraints, which require vehicles to be at a particular point at a specific time.

The concept of tight and loose sequencing in [25] shares similarities with the temporal constraints introduced in the SAR mission scenario in Section 1.2. However, [25] applies to the trajectory-planning phase, and does not extend to online coordination. The PI protocol in [23] presents a leader-follower agent hierarchy that is also used within this thesis. However, [23] does not include absolute temporal constraints. Later, [26] extends the guarantees in [23] for the exchange of quantized data, and analyzes its response to a constant disturbance. The work in [27] heavily relies on results from adaptive control and persistence of excitation in [28], which leads to tighter performance bounds. However, it lacks the leader-follower agent hierarchy and the notion of a reference clock time. The authors in [29] propose a proportional protocol with an event-triggered approach for two types of trigger functions. This thesis borrows some this event-triggered approach to derive coordination protocols that observe arrival windows. However, the work here uses a broader class of trigger functions. An overview of the spectrum of coordination and temporal constraints and their applications is presented in [30] without proven guarantees.

1.4 Thesis Overview and Contributions

This thesis is organized in seven main chapters, not including this introductory chapter, and three appendices containing algorithms, proofs, and intermediate results. This section presents a brief
summary of each chapter and the contributions contained within.

- **Chapter 2** describes in detail the cooperative framework used in this thesis, formulates the trajectory generation and time-critical coordination problems, and defines novel time-critical coordination strategies. This chapter also introduces a set of assumptions on the network that supports communications among vehicles. Finally, the applicability of the proposed time-critical coordination strategies is discussed for different real mission scenarios.

- **Chapter 3** proposes a geometric model to represent obstacles and vehicle motions that explicitly considers the uncertainty associated with these. Obstacles are represented by convex polytopes, and the movement of the UASs is represented by piecewise Bézier curves. The chapter describes the proximity queries used to determine the relative position between the different objects in the geometric model, and derives two algorithms to perform tolerance verification queries between a polytope and a Bézier curve, as well as a pair of Bézier curves. These tolerance verification queries avoid the expensive step of explicitly computing buffer regions around the geometric objects to account for the uncertainty in their location and geometric description. Moreover, this chapter introduces the silhouette of an obstacle as a geometric query that can provide useful information to motion-planning algorithms in cluttered environments. Two novel algorithms for the computation of the silhouette of a polytope with different boundary representations are provided.

- **Chapter 4** introduces a new sampled-based motion-planning algorithm that uses the silhouette to guide the growth of a random tree through the narrow passages that occur in cluttered scenarios. The result is a sequence of line segments that connect the initial and final positions of all the UASs in the cooperating fleet. This initial path is processed until $G^2$ continuity is achieved. To this end, an edge-reduction method is used to reduce the number of line segments that connect the initial and final positions. This is formulated as a linear programming problem. Then, the reduced paths are smoothed using a CNC-inspired corner rounding algorithm that guarantees the resulting Pythagorean-Hodograph (PH) Bézier curves maintain a safe separation with all the obstacles in the environment. Finally, a centralized speed-assignment algorithm is used to define speed profiles for all the cooperating
agents, ensuring safe separation among vehicles. The resulting trajectories are piecewise $C^2$ continuous curves that satisfy boundary conditions, meet safe separation constraints with obstacles and peers, and meet a set of simplified dynamic constraints. The efficacy of the trajectory-generation solution is illustrated with the computation of trajectories for a group of eight UASs through an urban-like cluttered environment.

- **Chapter 5** proposes a set of distributed protocols for tight coordination under a spectrum of temporal constraints. The chapter uses algebraic graph, Lyapunov, switched systems, and finite state machine theory to prove that the tight coordination protocols solve the coordination control problem when the vehicles implement an ideal velocity-tracking controller. Transient and steady-state performance bounds are derived as a function of the Quality of Service (QoS) of the communication network. Finally, simulation results are used to corroborate the conclusions derived from the different theorems in the chapter.

- **Chapter 6** considers realistic and heterogeneous velocity-tracking controllers for the group of UASs, and extends the theoretical results in Chapter 5 using perturbation theory. Again, transient and steady-state performance bounds are derived. The resulting theorems indicate that the protocols drive the coordination dynamics to a neighborhood of the coordination control objective. The theoretical results are confirmed through a simulated mission in a cluttered urban-like environment, where the vehicles are subject to wind gusts and the entire spectrum of temporal constraints defined within this thesis.

- **Chapter 7** defines novel distributed protocols for loose coordination constraints. The proposed solution requires the UASs to exchange an additional variable with their neighboring peers. This increases the network traffic, but also presents certain advantages in the performance of the loose coordination algorithms. The same simulation as in Chapter 6 is used to test and evaluate the system under loose coordination constraints, and infer several conclusions by comparison with tight coordination.

- **Chapter 8** closes the thesis with concluding remarks, and possible future extensions to the work presented in this thesis.
Chapter 2

Cooperative Framework

This chapter describes the cooperative framework that this thesis builds upon to broaden the spectrum of coordination strategies for a fleet of UASs operating in cluttered environments. The chapter focuses on three areas of interest within the framework: trajectory generation in cluttered environments, the path-following algorithm, and time-critical coordination. It provides a formal definition of the problems associated with these three thrusts, and presents the assumptions considered in the development of solutions for these problems. Finally, the chapter discusses the applicability of the proposed coordination strategies in real mission scenarios.

2.1 Framework Overview

Figure 2.1 shows the algorithms that would participate in the cooperative effort required to execute the mission described in Section 1.2. The framework and algorithms within are founded on the idea of decoupling space and time, both in the planning and execution phases of the mission. This concept was first suggested in [31] and has been expanded in subsequent research [4, 23, 32, 33, 2, 34].

Ideally, each UAS implements onboard the algorithms confined within the dashed block in Figure 2.1. The green boxes indicate that vehicles can exchange information with their cooperating peers and a supervisory control authority through a wireless communication network. The supervisory control authority can either be a machine or a human, and is typically located at a ground station. It is responsible for generating a mission description that contains: the vehicles involved and their cooperative assignments, a set of mission objectives to be achieved by the fleet, and any mission-specific constraints that the UASs must abide by. In addition, the supervisory control authority has full decision power over the evolution of the mission. It can speed up or slow down the pace of the mission, modify the vehicle assignments, and even terminate all operations.
Figure 2.1: Architecture of the cooperative framework.

The perception sensor suite block—colored in red—encompasses all the sensors and algorithms used to merge the different streams of information coming from cameras, LiDAR, altimeters, and inertial measuring units, to name a few examples. The onboard monitoring tool—highlighted in blue—gathers information from the different subsystems within the UAS to check vehicle health and mission safety. The results of this analysis are used to trigger different events such as an emergency landing or a trajectory recomputation, if the mission does not evolve as initially planned.

The trajectory generation block—shaded in blue—ingests the mission description, and a partial or full representation of the environment the vehicles will fly through. Then, leveraging the idea of decoupling space and time, it produces a set of parameterized spatial paths together with a set of speed profiles for each of the UASs involved in the cooperative mission. The underlying algorithm considers the mission objectives and constraints, simplified vehicle dynamics, safe separation rules among obstacles and vehicles, an optimization criterion, and a fixed computational budget to produce feasible trajectories.

The guidance outer loop—colored in orange—is composed of two interdependent algorithms. The path-following controller steers the vehicles towards their assigned paths, and leverages the structural benefits of path-following approaches detailed in \(35\), as opposed to trajectory-tracking algorithms. On the other hand, the time-critical coordination law is tasked with the synchronization of the vehicles along their paths, and relies on the wireless communication network for the exchange of information among the cooperating agents. The interaction between these algorithms is designed to ensure that vehicles satisfy their relative position constraints as designed by the tra-
jectory generation algorithm, and meet their flyover and arrival times with a prespecified accuracy. The result is a set of higher-level commands that are passed to the Control Augmentation System (CAS)—shaded in purple. While the guidance outer loop governs the vehicle kinematics, the CAS generates actuator-level commands that stabilize the vehicle dynamics and track the outputs of the guidance outer loop.

Two design principles in the architecture detailed in Figure 2.1 were key in the development of new coordination strategies. The cascaded structure and the concept of decoupling space and time helped decompose a complex non-linear networked problem into various more manageable problems that apply to a large class of vehicles [4]. This allowed the introduction of further complexity in the time-critical coordination law with the intention of boosting the capabilities and flexibility of the system. This thesis focuses on the trajectory-generation, and time-critical coordination blocks. The remaining algorithms are beyond the scope of this document, and are included in this framework overview as contextual information.

2.2 Trajectory Generation

The concept of Trajectory Based Operations (TBO) has its roots in Air Traffic Management (ATM) and models each aircraft as a point that moves over time along a curve in space [36]. The term trajectory denotes that these spatial curves specify the position of the vehicles at all points in time. Conversely, the term path is used when the curves that represent the movement of the aircraft do not contain temporal assignments. This thesis adopts a TBO framework with the objective of designing \( n \) feasible trajectories \( p_{d,i}(t_d) \) with \( i \in I \) through a configuration space \( \mathcal{X} \subset \mathbb{R}^3 \) cluttered with \( n_o \) obstacles \( \mathcal{O}_k \subset \mathcal{X} \) with \( k \in K \)

\[
p_{d,i} : [t_{d_{\text{init}},i}, t_{d_{\text{end}},i}] \rightarrow \mathcal{X}, \quad \forall i \in I,
\]

where \( t_d \in [t_{d_{\text{init}}}, t_{d_{\text{end}}}] \) is the desired mission time, \( t_{d_{\text{init}}} := \min_{i \in I} t_{d_{\text{init}},i} \) is the initial mission time, and \( t_{d_{\text{end}}} := \max_{i \in I} t_{d_{\text{end}},i} \) is the final mission time, with \( I := \{1, \ldots, n\} \) and \( K := \{1, \ldots, n_o\} \) being the set of unique vehicle and obstacle identification numbers, respectively. The desired mission time \( t_d \) is the time variable used in the trajectory generation phase. However, the actual mission time can evolve at a different pace, as discussed in Section 2.4.
Leveraging the idea of decoupling space and time, each trajectory $p_{d,i}(t_d)$ is separated into a spatial and a temporal component. The path $p_{d,i}(\zeta_i)$ is a regular\footnote{A parametric curve $p_d(\zeta) : \mathbb{Q} \to \mathbb{R}^m$ defined over an arbitrary interval $\mathbb{Q}$ is regular if $\|\dot{p}_d(\zeta)\| \neq 0$ for all $\zeta \in \mathbb{Q}$, where $\dot{p}_d(\zeta) := \frac{dp_d(\zeta)}{d\zeta}$.} curve expressed as a function of a dimensionless parameter $\zeta_i$, and defines the spatial component of the trajectory. The curve parameter $\zeta_i$ can be defined over an arbitrary interval. For simplicity, we choose $\zeta_i \in [0, 1]$, which yields the following map:

$$p_{d,i} : [0, 1] \to \mathcal{X}, \quad \forall i \in \mathcal{I}.$$  

On the other hand, the temporal element of the trajectory is prescribed by the desired speed profile

$$v_{d,i}(t_d) := \frac{d\ell_{d,i}(t_d)}{dt_d}, \quad t_d \in [t_{d_{init,i}}, t_{d_{end,i}}], \quad \forall i \in \mathcal{I},$$

where $\ell_{d,i}(t_d)$ represents the desired arclength traveled by the $i$th vehicle from time $t_{d_{init,i}}$ to time $t_d$. Given a path $p_{d,i}(\zeta_i)$ and a speed profile $v_{d,i}(t_d)$, the trajectory $p_{d,i}(t_d)$ can be derived by finding the relation between $\zeta_i$ and $t_d$. To this end, we use the implicit expression

$$\int_0^\zeta_i \sigma_i(z) \, dz = \int_{t_{d_{init,i}}}^{t_d} v_{d,i}(\tau) \, d\tau,$$  

(2.1)

where $\sigma_i := d\ell_{d,i}/d\zeta_i$ is the parametric speed, which can be calculated as follows:

$$\sigma_i(\zeta_i) = \sqrt{\frac{d^2 p_{d,i}(\zeta_i)}{d\zeta_i^2} \frac{dp_{d,i}(\zeta_i)}{d\zeta_i}}.$$  

Note that Equation (2.1) may not yield a closed-form solution for $\zeta_i(t_d)$. However, the utilization of PH curves\footnote{PH curves} can greatly simplify the computation of the left-hand side of this equation. Recent developments in cooperative trajectory generation\footnote{Recent developments in cooperative trajectory generation} tackle the design of the temporal component of the trajectory in a different manner. First, a timing law $\theta_i$ that characterizes the evolution of the curve parameter $\zeta_i$ over time $t_d$ is designed

$$\theta_i(t_d) := \frac{d\zeta_i}{dt_d}, \quad t_d \in [t_{d_{init,i}}, t_{d_{end,i}}], \quad \forall i \in \mathcal{I},$$

such that it yields a closed-form solution for $\zeta_i(t_d) = \int_{t_{d_{init,i}}}^{t_d} \theta_i(\tau) \, d\tau$. As a result, the speed profile
$v_{d,i}(t_d)$ is designed indirectly, and computed through the following expression:

$$v_{d,i}(t_d) = \frac{d\ell_{d,i}}{d\zeta_i} \frac{d\zeta_i}{d\tau_d} = \sigma_i(\zeta_i(t_d)) \theta_i(t_d), \quad \forall i \in \mathcal{I}. \tag{2.2}$$

This method, further detailed in [2], can efficiently generate $n$ feasible trajectories, and yields a convenient reparameterization of the paths as a function of the desired time $t_d$. However, the control over the shape of the speed profile, as shown in Equation (2.2), is often limited and heavily influenced by the parametric speed. This couples the spatial and temporal degrees of freedom within the trajectory generation phase. In cluttered scenarios, this approach has difficulty deconflicting a group of UASs that is tasked to pass through the same narrow passage, due to the lack of control over the shape of $v_{d,i}(t_d)$. For this reason, the proposed approach directly designs the speed profile $v_{d,i}(t_d)$ to fully control the temporal degrees of freedom, at the expense of solving a more challenging reparameterization problem, as detailed in Equation (2.1).

Moreover, in the presence of a few environmental hazards, a single parametric curve may be sufficient to steer a vehicle from its initial location to its assigned goal avoiding all obstacles. However, in a cluttered environment such curve will likely not have enough degrees of freedom to achieve this objective. To circumvent this problem, trajectories are defined piecewise as a sequence of trajectory segments subject to certain smoothness conditions

$$p_{d,i}(t_d) = p^j_{d,i}(t_d), \quad \forall t_d \in \left[t^j_{d_{\text{init},i}}, t^j_{d_{\text{end},i}} \right], \quad \forall j \in \mathcal{J}_i, \quad i \in \mathcal{I},$$

where $p^j_{d,i}(t_d)$ denotes the $j$th trajectory segment associated with the $i$th vehicle, $\mathcal{J}_i := \{1, \ldots, n_{p,i}\}$, and $n_{p,i}$ is the total number of trajectory segments assigned to the $i$th UAS. Similarly, the piecewise definition of this trajectory yields $n_{p,i}$ path segments $p^j_{d,i}(\zeta^j_i)$ with dimensionless parameters $\zeta^j_i \in [0,1]$, and $n_{p,i}$ speed profile segments $v^j_{d,i}(t_d)$. The following subsection addresses the constraints that these trajectory segments must satisfy to achieve the goal of the trajectory generation problem.
2.2.1 Trajectory Constraints

The types of constraints considered within this section encompass boundary conditions, geometric and parametric continuity conditions, safe separation constraints, and a few simple dynamic constraints.

Boundary Conditions

The trajectory generation phase is initiated by the supervisory control authority, who provides initial and final conditions for each of the cooperating agents. For the purposes of this thesis, assume that the desired position, speed, and acceleration values at the start and end of the missions have been specified

\[ p_{d,i}(\zeta_i = 0) = p_{d,\text{init},i}, \quad v_{d,i}(t_d = t_{d,\text{init},i}) = v_{d,\text{init},i}, \quad a_{d,i}(t_d = t_{d,\text{init},i}) = a_{d,\text{init},i}, \]

\[ p_{d,i}(\zeta_i = 1) = p_{d,\text{end},i}, \quad v_{d,i}(t_d = t_{d,\text{end},i}) = v_{d,\text{end},i}, \quad a_{d,i}(t_d = t_{d,\text{end},i}) = a_{d,\text{end},i}, \]

for all \( i \in \mathcal{I} \), with \( a_{d,i} := \frac{d^2 \ell_{d,i}}{dt_d^2} \). In other instances, the mission manager may also specify different boundary constraints such as intermediate points of interest to be visited by some of the UASs, desired initial and final directions for the paths, simultaneous arrivals \( t_{d,\text{end},i} = t_{d,\text{end},j} \), or even sequential arrivals \( t_{d,\text{end},i} = t_{d,\text{end},j} + \Delta a_{i,j} \) for some \( i, j \in \mathcal{I} \), where \( \Delta a_{i,j} \) denotes the temporal separation at arrival between agents \( i \) and \( j \).

\( G^2 \) and \( C^2 \) Continuity Constraints

The imposition of certain smoothness conditions on the trajectory has two objectives. First, the underlying algorithms that consume the trajectory—and possibly its first and higher-order derivatives—receive a set of signals with known continuity properties. This can be useful in the derivation of guaranteed performance bounds for some of the underlying algorithms such as the CAS. Second, smooth curves appear more natural to human operators, who ultimately have the responsibility to approve or modify the mission plan proposed by the trajectory generation algorithm. In this work trajectories are required to be \( C^2 \) continuous, that is twice continuously differentiable with respect to the desired mission time \( t_d \). This enforces the following constraints
at the contact points of the different trajectory segments:

\[ p_{d,i}^j(t_{d,\text{end},i}^j) = p_{d,i}^{j+1}(t_{d,\text{inst},i}^{j+1}), \quad v_{d,i}^j(t_{d,\text{end},i}^j) = v_{d,i}^{j+1}(t_{d,\text{inst},i}^{j+1}), \quad a_{d,i}^j(t_{d,\text{end},i}^j) = a_{d,i}^{j+1}(t_{d,\text{inst},i}^{j+1}), \quad (2.4) \]

for all \( i \in I \) with \( n_{p,i} > 1 \) and all \( j \in \{1, \ldots, n_{p,i} - 1\} \), where \( v_{d,i}^j(t_d) \) and \( a_{d,i}^j(t_d) \) represent the velocity and acceleration vectors

\[ v_{d,i}^j := \frac{dp_{d,i}^j}{d\zeta_i^j} \quad \text{and} \quad a_{d,i}^j := \frac{d^2 p_{d,i}^j}{d\zeta_i^j dt_d^2} \left( \frac{d\zeta_i^j}{dt_d} \right)^2 + \frac{dp_{d,i}^j}{d\zeta_i^j} \frac{d^2 \zeta_i^j}{dt_d^2}. \]

Again, leveraging the idea of decoupling space and time, the parametric continuity constraints above can be rewritten as a set of geometric continuity constraints on the paths \( p_{d,i}^j(\zeta_i^j) \) and \( p_{d,i}^{j+1}(\zeta_i^{j+1}) \), together with a set of constraints on the evolution of the curve parameters \( \zeta_i^j(t_d) \) and \( \zeta_i^{j+1}(t_d) \).

First, the paths are required to be \( G^2 \) continuous, that is

\[ \frac{dp_{d,i}^{j+1}}{d\zeta_i^{j+1}}(\zeta_i^{j+1} = 0) = \beta_1 \frac{dp_{d,i}^j}{d\zeta_i^j}(\zeta_i^j = 1), \quad \frac{d^2 p_{d,i}^{j+1}}{d\zeta_i^{j+1} dt_d^2}(\zeta_i^{j+1} = 0) = \beta_1^2 \frac{d^2 p_{d,i}^j}{d\zeta_i^j dt_d^2}(\zeta_i^j = 1) + \beta_2 \frac{dp_{d,i}^j}{d\zeta_i^j}(\zeta_i^j = 1), \]

for some parameters \( \beta_1 > 0 \) and an arbitrary \( \beta_2 \), see the beta-constraint characterization of geometric continuity in [38]. As a result, the condition on the temporal evolution of the curve parameters induced by the continuity constraint on the velocity vector is

\[ \frac{d\zeta_i^{j+1}}{dt_d}(\zeta_i^{j+1} = 0) = \frac{1}{\beta_1} \frac{d\zeta_i^j}{dt_d}(\zeta_i^j = 1). \]

On the other hand, the continuity condition on the acceleration vector yields

\[ \frac{d\zeta_i^{j+1}}{dt_d}(\zeta_i^{j+1} = 0) = \frac{1}{\beta_1} \left( \frac{d^2 \zeta_i^j}{dt_d^2}(\zeta_i^j = 1) - \frac{\beta_2}{\beta_1^2} \left( \frac{d\zeta_i^j}{dt_d} \right)^2(\zeta_i^j = 1) \right). \]

Higher-order continuity constraints could be imposed following a similar procedure. However, here we considered that the complexity introduced in the structure of the parametric curves \( p_{d,i}^j(\zeta_i^j) \), and the increased number of conditions at the end points of \( p_{d,i}^j(\zeta_i^j) \) and \( \zeta_i^j(t_d) \) did not justify the benefits of higher order continuity constraints.
Safe Separation Constraints

To ensure that vehicle frames—not just the points that represent the vehicles in the TBO framework—maintain a safe separation with obstacles, each pair \((\mathbf{p}_{d,i}, \mathcal{O}_k)\) is assigned a safety distance \(d_s(\mathbf{p}_{d,i}, \mathcal{O}_k)\). Similarly, to guarantee that cooperating peers avoid collisions among themselves each pair \((\mathbf{p}_{d,i}, \mathbf{p}_{d,j})\) is assigned a safety distance \(d_s(\mathbf{p}_{d,i}, \mathbf{p}_{d,j})\) with \(i \neq j \in \mathcal{I}\). Then, we define the \textit{unsafe configuration space} for the \(i\)th vehicle as the union of two sets

\[X_{u,i}(t_d) := X_{u_o,i} \cup X_{u_p,i}(t_d),\]

where \(X_{u_o,i}\) and \(X_{u_p,i}\) are the \textit{obstacle-induced} and \textit{peer-induced unsafe configurations spaces}, defined as follows:

\[
X_{u_o,i} := \bigcup_{k \in \mathcal{K}} \{ \mathbf{p} \in \mathcal{X} \mid \| \mathbf{p} - \mathbf{p}_o \| \leq d_s(\mathcal{O}_k, \mathbf{p}_{d,i}), \quad \forall \mathbf{p}_o \in \mathcal{O}_k \},
\]

\[
X_{u_p,i}(t_d) := \bigcup_{\substack{j \in \mathcal{I} \\mid j \neq i}} \{ \mathbf{p} \in \mathcal{X} \mid \| \mathbf{p} - \mathbf{p}_{d,j}(t_d) \| \leq d_s(\mathbf{p}_{d,i}, \mathbf{p}_{d,j}) \}. \tag{2.5}
\]

Then, the \textit{safe configuration space} for the \(i\)th vehicle is defined as

\[X_{s,i}(t_d) := \mathcal{X} \setminus X_{u,i}(t_d).\]

The following definition specifies the conditions under which the \(i\)th trajectory maintains a safe separation with all the obstacles in the cluttered environment \(\mathcal{X}\), as well as all the trajectories of the cooperating peers.

\textbf{Definition 1 (Deconflicted Trajectories)} A trajectory \(\mathbf{p}_{d,i}(t_d)\) is said to be \textit{deconflicted} if the image of the trajectory map lies in the safe configuration space \(X_{s,i}(t_d)\), that is

\[\mathbf{p}_{d,i}(t_d) \in X_{s,i}(t_d), \quad \forall t_d \in [t_{\text{init},i}^d, t_{\text{end},i}^d], \quad i \in \mathcal{I}.\]

Notice that in Equation (2.5), the obstacle-induced unsafe configuration space is static, whereas the peer-induced unsafe configuration space varies with the mission time \(t_d\). Consequently, to ensure
that a trajectory $p_{d,i}(t_d)$ maintains a safe separation with all the obstacles in a cluttered environment, the corresponding path $p_{d,i}(\zeta_i)$ is designed to lie in the \textit{obstacle-induced safe configuration space} $\mathcal{X}_{s.o,i} := \mathcal{X} \setminus \mathcal{X}_{u.o,i}$, that is
\[
p_{d,i}(\zeta_i) \in \mathcal{X}_{s.o,i}, \quad \forall \zeta_i \in [0,1], \quad i \in \mathcal{I}.
\]

However, when it comes to ensuring safe separation among different trajectories, one can exploit the spatial and temporal degrees of freedom to deconflict them. This distinction leads to the following definitions.

\textbf{Definition 2 (Spatial Separation)} Two trajectories $p_{d,i}(t_d)$ and $p_{d,j}(t_d)$ are said to be spatially separated if the corresponding paths $p_{d,i}(\zeta_i)$ and $p_{d,j}(\zeta_j)$ satisfy
\[
\|p_{d,i}(\zeta_i) - p_{d,j}(\zeta_j)\| > d_s(p_{d,i}, p_{d,j}), \quad \forall \zeta_i, \zeta_j \in [0,1], \quad i \neq j, \quad i, j \in \mathcal{I}.
\]

If a pair of trajectories is spatially separated and the corresponding UASs follow their assigned paths as expected, these vehicles cannot collide during the mission even if they do not observe the mission time $t_d$ with accuracy. In cluttered scenarios, vehicles often have to fly through the same narrow passages, which makes spatial separation impractical. In these cases, the temporal degrees of freedom are leveraged to deconflict the trajectories, which leads to the following definition.

\textbf{Definition 3 (Temporal Separation)} Two trajectories $p_{d,i}(t_d)$ and $p_{d,j}(t_d)$ are said to be temporally separated if they are not spatially separated and satisfy
\[
\|p_{d,i}(t_d) - p_{d,j}(t_d)\| > d_s(p_{d,i}, p_{d,j}), \quad \forall t_d \in \left[\max\{t_{\text{init},i}, t_{\text{init},j}\}, \min\{t_{\text{end},i}, t_{\text{end},j}\}\right], \quad (2.6)
\]
with $i \neq j$, and $i, j \in \mathcal{I}$. By definition, if the time intervals of $p_{d,i}(t_d)$ and $p_{d,j}(t_d)$ do not overlap, the interval in Equation \textbf{(2.6)} is empty, and we say that the trajectories are temporally separated.

If two trajectories are temporally separated, it is important that the vehicles have a shared notion of the mission time. Otherwise, the trajectory maps will not enforce the safe separation constraints detailed in Equation \textbf{(2.6)}, which could lead to mid-air collisions. Hence, time coordination is
safety critical when the fleet is assigned temporally separated trajectories. The focus on cluttered environments of this work makes temporal separation the natural choice to deconflict trajectories.

Note that the notion of temporal and spatial separation can be easily extended to dynamic obstacles, if the sets $O_k$ that represent the obstacles are parameterized as a function of the desired mission time $O_k(t_d)$. Nonetheless, this problem is beyond the scope of this thesis.

**Dynamics Constraints**

Adherence to the dynamic constraints of each vehicle ensure that the underlying CAS can track the desired commands with precision; and consequently, the UASs can follow their assigned trajectories with known accuracy. In this thesis, we adopt an extremely simplified set of dynamic constraints for multirotor vehicles

\[
v_{d\min,i} \leq v_{d,i}(t_d) \leq v_{d\max,i}, \quad a_{d\min,i} \leq a_{d,i}(t_d) \leq a_{d\max,i}, \quad \forall t_d \in [t_{d\text{init},i}, t_{d\text{end},i}], \tag{2.7}
\]

where $v_{d\min,i}$ and $v_{d\max,i}$ denote the minimum and maximum desired speed for the $i$th agent; whereas $a_{d\min,i}$ and $a_{d\max,i}$ are the minimum and maximum desired acceleration. The value of these parameters should be chosen carefully so vehicles do not constantly operate on the edge of their flight envelope, and thus

\[
v_{d\min,i} > v_{\min,i}, \quad v_{d\max,i} < v_{\max,i}, \quad a_{d\min,i} > a_{\min,i}, \quad a_{d\max,i} < a_{\max,i},
\]

where $v_{\min,i}$, $v_{\max,i}$, $a_{\min,i}$, and $a_{\max,i}$ define the true speed and acceleration limits of the $i$th UAS. A better dynamic constraint model for multirotors would consider the individual minimum and maximum thrust for each rotor. Other platforms lead to a different set of dynamics constraints. For instance, minimum path curvature, maximum flight path angle, or maximum climb rate are relevant variables for a fixed-wing aircraft.

**2.2.2 Problem Formulation**

Inspired by the work in [31, 39, 4, 2], we aim to decouple the spatial component of the problem from the temporal assignments. As a result, we divide the trajectory generation problem into two
sub-problems: path planning and speed assignment. This approach was first utilized in [40] and lets us adjust the spatial paths and speed profiles independently. The path-planning problem is exclusively defined by the spatial specifications of the trajectory such as initial and final positions, directions, curvature, or altitude constraints; whereas the speed-assignment problem consumes the spatial paths and determines a speed profile considering the remaining constraints, as detailed next.

**Definition 4 (Path-Planning Problem)** Design \( n \) piecewise regular spatial paths \( p_{d,i}(\zeta_i) \) parameterized by a dimensionless variable \( \zeta_i \in [0,1] \) that

i) satisfy the desired spatial boundary conditions,

ii) meet desired geometric continuity constraints, and

iii) maintain safe separation with all the obstacles in the workspace, \( p_{d,i} \in X_{s_o,i} \) for all \( i \in I \).

Note that this problem definition does not mention a cost function. Here, the focus is not necessarily finding the optimal solution, but rapidly finding a solution through a very complex scenario. This approach trades path optimality for computational efficiency. In this regard, there exist algorithms with asymptotic optimality guarantees [10, 41, 42], where the probability of finding the optimal solution approaches 1 as the algorithm increases the number of samples in the configuration space. The path-planning approach developed here is significantly influenced by some of these algorithms. Once the spatial paths have been generated, the second portion of the trajectory generation problem is initiated, and determines the temporal assignments for each UAS.

**Definition 5 (Speed-Assignment Problem)** Design \( n \) piecewise speed profiles \( v_{d,i}(t_d) \) parameterized by the desired mission time \( t_d \in [t_{d_{\text{init},i}}, t_{d_{\text{end},i}}] \) that

i) satisfy the desired temporal boundary constraints,

ii) ensure the associated trajectories \( p_{d,i}(t_d) \) satisfy the desired parametric continuity constraints,

iii) guarantee the vehicle dynamic constraints are not violated, and

iv) enforce temporal separation among the trajectories \( p_{d,i}(t_d) \) of the cooperating agents.
As in the path-planning problem, the speed-assignment problem does not aim to find the optimal solution to make the problem more tractable. The following section introduces a simple mechanism to follow the trajectories that result from solving the path-planning and speed-assignment problems.

### 2.3 Path Following

As described in [4, 43], the key idea of the path-following algorithm is to use the control effectors of the UAS to follow a *virtual target* that slides along the path. To this effect, a moving frame is attached to the virtual target, and a generalized error vector that characterizes the distance between this moving coordinate system and a frame attached to the UAS is defined, as shown in Figure 2.2. To control the movement of the virtual target along the path, we introduce a *virtual time* $\xi_i(t)$ that defines the position of the virtual target as follows:

$$p_{\tau,i}(t) := p_{d,i}(\xi_i(t)), \quad (2.8)$$

and define the position error

$$e_{p,i}(t) := p_i(t) - p_{\tau,i}(t),$$

where $p_i(t)$ denotes the actual position of the $i$th vehicle at time $t$. Then, the dynamics of the position error are

$$\dot{e}_{p,i}(t) = v_i(t) - v_{\tau,i}(t), \quad (2.9)$$

where $v_i(t)$ is the velocity vector of the UAS, and $v_{\tau,i}(t)$ is the velocity vector of the virtual target, as depicted in Figure 2.2. The velocity of the virtual target can be expressed in terms of the desired velocity as

$$v_{\tau,i}(t) = \dot{\xi}_i(t) v_{d,i}(\xi_i(t)). \quad (2.10)$$
Now, define the velocity-tracking error

\[ e_{v,i}(t) = v_i(t) - v_{cmd,i}(t), \]

where \( v_{cmd,i}(t) \) is the velocity command generated by the guidance outer loop, and choose the following control law for the velocity command:

\[ v_{cmd,i}(t) := v_{r,i}(t) - k_{PF,i} e_{p,i}(t), \quad (2.11) \]

where \( k_{PF,i} > 0 \) is a control gain. Note that vehicles within the cooperative fleet can implement different gains \( k_{PF,i} \). This offers the possibility of fine tuning this algorithm for each UAS if the fleet is composed of heterogeneous multirotors. The following assumption considers that the CAS can only track the velocity command \( v_{cmd,i}(t) \) with known precision \( \bar{e}_{v,i} \), as long as the norm of the velocity command is bounded by the true speed limit \( v_{max,i} \).

**Assumption 1** If \( \|v_{cmd,i}(t)\| \leq v_{max,i} \), the inner-loop velocity-tracking controller can track the velocity command \( v_{cmd,i}(t) \) with known precision \( \bar{e}_{v,i} \), and thus

\[
\sup_{t \geq t_0} \|e_{v,i}(t)\| \leq \bar{e}_{v,i}, \quad \forall i \in I.
\]

The following lemma uses Assumption 1, the position error dynamics, and Lyapunov theory to prove that the origin of the system in (2.9) is Input-to-State Stable (ISS) with respect to the velocity-tracking precision.

**Lemma 1** If Assumption 1 is met, then the velocity command in Equation (2.11) with control gain \( k_{PF,i} > 0 \) ensures that the origin of the position error dynamics in Equation (2.9) is ISS, and the position error is bounded by

\[
\|e_{p,i}(t)\| \leq \|e_{p_0,i}\| e^{-k_{PF,i}(t-t_0)} + \frac{\bar{e}_{v,i}}{k_{PF,i}} \left( 1 - e^{-k_{PF,i}(t-t_0)} \right), \quad e_{p_0,i} = e_{p,i}(t_0).
\]

**Proof.** See Appendix C.1.

**Remark 1** Given \( \bar{e}_{v,i} \), the ultimate bound on the position error can be made arbitrarily small by
increasing the value of the control gain $k_{PF,i}$. However, besides the well-known drawbacks of high-gain controllers, if the velocity command is limited by $\|v_{cmd,i}(t)\| < v_{max,i}$, then a large $k_{PF,i}$ reduces the allowable position error and mission rate that yield a feasible command

$$\|v_{cmd,i}(t)\| \leq \xi_i(t) \|v_{d,i}(\xi_i(t))\| + k_{PF,i} \|e_{p,i}(t)\| < v_{max,i}.$$ 

The following section addresses the synchronization of the virtual targets to ensure the vehicles have a shared notion of the mission time, and maintain safe separation constraints during mission execution when their trajectories are temporally separated.

### 2.4 Time-Critical Coordination

The time-critical coordination algorithm governs the movement of the virtual targets along their paths, which is leveraged—together with the path-following error—to compute a speed command, as described in Section 2.3. The objective of the time-critical coordination algorithm is to enforce coordination and temporal constraints. In this respect, previous synchronized path-following algorithms do not clearly distinguish between coordination and temporal constraints. Here, coordination refers to the agreement in the virtual times $\xi_i(t)$, and implies that agents meet desired relative position constraints such as simultaneous or sequential arrivals, specific formation patterns, or inter-agent spacing constraints as outlined in the trajectory generation phase. However, coordination constraints do not impose the time a vehicle must fly past a particular point along its path. These are temporal constraints\footnote{Another way to understand these constraints is to think of coordination constraints as relative temporal constraints; and what is referred here as temporal constraints can be understood as absolute temporal constraints, like a desired arrival time or an arrival window.}. To enforce them, a virtual entity that runs independently of all other agents is introduced, the reference agent. It imparts the cooperating team with the notion of a global time, and serves as a mechanism to speed up or slow down the entire mission schedule, if necessary. In pursuit of a more general architecture, only a subset of vehicles has access to the reference information—the link peers; whereas the remaining agents—the end peers—must learn that information, as depicted in Figure 2.3. Link and end peers are often referred to as leaders and followers in the literature. However, this thesis avoids that notation to highlight the information
flow in Figure 2.3. Note that link peers serve as the nexus between the reference and the end peers, located at both extremes of the graph in Figure 2.3.

![Peer network diagram](image)

Figure 2.3: Structure of the communication network and agent hierarchy.

To achieve the goal of the time-critical coordination algorithm, the UASs exchange their virtual times $\xi_i(t)$ over the network. This provides a measure of how far along the mission a vehicle is to its neighboring agents. Then, the cooperating fleet engages in a negotiation process to reach consensus on the evolution of these virtual times. This is referred to as virtual target synchronization. As a result, if a few UASs move ahead in the mission due to favorable winds the group in advance will slow down, whereas the group that has fallen behind will increase its pace until they catch up with their neighbors. Since the virtual times $\xi_i(t)$ define the coordination mechanism, they are also referred to as the coordination states. The following section formally defines the time-critical coordination problem.

### 2.4.1 Problem Formulation

Consider a network of $n$ integrator agents

$$\dot{\xi}_i(t) = u_{c,i}(t) + u_{T,i}(t), \quad i \in \mathcal{I},$$

(2.12)

with dynamic information flow $\mathcal{G}(t) := (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ represents the vertices and $\mathcal{E}(t)$ the edges of the communication graph, $\xi_i(t) \in \mathbb{R}$ is the coordination state of the $i$th agent, $u_{c,i}(t)$ is a coordination control input, and $u_{T,i}(t)$ is the long-track target-tracking error feedback.

$$u_{T,i}(t) = k_{eq} e_{p,i}(t) \cdot \dot{i}_i(\xi_i(t)),$$

(2.13)

---

3 To aid in the interpretation of this nomenclature, all long-track errors include the subscript $\succeq$, as opposed to the cross-track errors that would include the subscript $\parallel$. 
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where $k_{ep} > 0$ is a control gain, $e_{p,i}(t) \in \mathbb{R}^3$ is the position error, and $\hat{t}_i(t) \in \mathbb{R}^3$ is the unit tangent vector depicted in Figure 2.4. The target-tracking feedback is particularly relevant in cluttered scenarios. It establishes a negotiation process between each vehicle and its virtual target that mitigates corner cutting when the vehicle has difficulty tracking its virtual target. As shown in Figure 2.4, cutting corners in narrow passages can be safety critical. Next, to enforce temporal constraints the reference agent is introduced with the following dynamics:

$$\dot{\xi}_R = \rho, \quad \xi_R(0) = \xi_{R0}, \quad (2.14)$$

where $\xi_R(t) \in \mathbb{R}$ is the reference state, and $\rho$ is a constant reference rate. This agent does not attempt coordination, but provides a global reference value so that, if desired, each $\xi_i(t)$ can be forced to converge to a neighborhood of $\xi_R(t)$. As shown in Figure 2.3, agents are classified by their informational needs as:

i) the reference who shares its state and rate with the link peers;

ii) a group of $n_l$ link peers that have access to the reference information, but also exchange their coordination states and rates with a set of neighboring agents; and

iii) the end peers that can only exchange their coordination states and rates with a set of neighboring agents.

Without loss of generality, the vehicle identification numbers are organized so that $I_l := \{1, \ldots, n_l\}$ and $I_e := \{n_l + 1, \ldots, n\}$ represent the set of link and end peers, respectively. These restrictions on the flow of information aim to capture a rather general scenario, where data from the reference may not be available to some agents. In this context, the control objective is to design a coordination control law that solves the following problem.
Definition 6 (Time-Critical Coordination Problem) Design a distributed protocol that guides the coordination, temporal, and rate errors to a neighborhood of the origin

\[
\xi_i(t) - \xi_j(t) \xrightarrow{t \to \infty} [-\Delta_c, \Delta_c], \quad \forall i, j \in I, \quad (2.15a)
\]

\[
\xi_i(t) - \xi_R(t) \xrightarrow{t \to \infty} [-\Delta_t, \Delta_t], \quad \forall i \in I, \quad (2.15b)
\]

\[
\dot{\xi}_i(t) - \dot{\xi}_R \in [-\Delta_r, \Delta_r], \quad \forall i \in I, \quad (2.15c)
\]

where \(\Delta_c(t), \Delta_t(t),\) and \(\Delta_r(t) \geq 0\) define the width of the coordination, temporal, and rate windows, respectively.

In the problem definition above, Equation (2.15a) defines the coordination constraints; Equation (2.15b) imposes temporal specifications, and Equation (2.15c) enforces bounds on the desired mission rate, which in turn defines bounds on the velocity command according to Equations (2.10) and (2.11). Two types of coordination constraints are defined, depending on the value of \(\Delta_c:\)

i) **Tight coordination** denotes the system specifications when \(\Delta_c \equiv 0.\) This is typical of scenarios where accurately observing the desired inter-agent spacing constraints is safety critical, such as in close proximity operations.

ii) **Loose coordination** is used when \(\Delta_c(t)\) is bounded and away from 0. In this case, \(\Delta_c(t)\) defines an allowable coordination error, which is useful in mid and far-proximity operations.

Similarly, three types of temporal specifications are defined as a function of \(\Delta_t:\)

i) **Unenforced temporal constraints** do not impose additional requirements, \(\Delta_t \to \infty.\) Thus, they are used in missions that do not require the specification of an arrival time or arrival window at any point along the path of the vehicles.

ii) **Relaxed temporal specifications** encompass all \(\Delta_t \leq \Delta_t(t) \leq \bar{\Delta}_t\) bounded and away from 0, and are used to impose a desired arrival window for one or more points along the vehicle paths.

iii) **Strict temporal constraints** force each \(\xi_i(t)\) to track \(\xi_R(t),\) \(\Delta_t \equiv 0,\) specifying a flyover time for each point along the vehicle path.
Table 2.1: Time-critical coordination strategies.

<table>
<thead>
<tr>
<th>Coordination Constraints</th>
<th>Tight</th>
<th>Loose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temporal Constraints</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unenforced</td>
<td>$\Delta_c \equiv 0$, $\Delta_t \rightarrow \infty$</td>
<td>$\Delta_c \in (0, \infty)$, $\Delta_t \rightarrow \infty$</td>
</tr>
<tr>
<td>Relaxed</td>
<td>$\Delta_c \equiv 0$, $\Delta_t \in (0, \infty)$</td>
<td>$\Delta_c \in (0, \infty)$, $\Delta_t \in (0, \infty)$</td>
</tr>
<tr>
<td>Strict</td>
<td>$\Delta_c \equiv 0$, $\Delta_t \equiv 0$</td>
<td>$\Delta_c \in (0, \infty)$, $\Delta_t \equiv 0$</td>
</tr>
</tbody>
</table>

The spectrum of coordination and temporal specifications introduced defines six generic time-critical coordination strategies, organized in Table 2.1 according to the values of $\Delta_c$ and $\Delta_t$. Note also that Equation (2.15c) indicates that the coordination rate of the $i$th vehicle should remain within a neighborhood of $\rho$. Given a mission design, the following assumption constrains the acceptable values of $\rho$ to ensure that if everything goes as planned the norm of the speed command is smaller than the true speed limit of the vehicle.

**Assumption 2** The choice of mission rate satisfies

$$\max_{t_d \in [t_{d_{init}, i} : t_{d_{end}, i}]} \rho \|v_{d,i}(t_d)\| < v_{\text{max}, i}, \quad \forall i \in \mathcal{I}.$$  

The following section addresses the assumptions on the communication network used to develop a solution for the time-critical coordination problem.

### 2.4.2 Communication Network

For the sake of generality, we do not wish to impose any specific structure on the topology of the peer network, or assume any apriori knowledge about the amount of data exchanged among group members. Accordingly, the peer communication network satisfies the following general assumptions:

**Assumption 3** The $i$th peer exchanges information with a time-varying set of peers, denoted by $\mathcal{N}_i(t) \subseteq \mathcal{I}$.

**Assumption 4** Communications are bidirectional and $\xi_i(t)$ is transmitted continuously and with no delays.
Assumption 5 The graph $\mathcal{G}(t)$ that models the communication network satisfies the Persistency of Excitation (PE)-like condition \[44\]

$$
\frac{1}{n} \frac{1}{T} \int_t^{t+T} \bar{L}(\tau) \, d\tau \geq \mu \mathbb{I}_{n-1}, \quad \forall \ t \geq T,
$$

where $\bar{L}(t) := Q L(t) Q^\top$, $L \in \mathbb{R}^{n \times n}$ is the piecewise constant Laplacian of $\mathcal{G}(t)$, and $Q \in \mathbb{R}^{(n-1) \times n}$ satisfies $Q 1_n = 0$, and $QQ^\top = \mathbb{I}_{n-1}$, where $1_n \in \mathbb{R}^n$ is a vector of all ones.

Parameters $T > 0$ and $\mu \in (0, 1]$ characterize the Quality of Service (QoS) of the network. To aid in the interpretation of Equation (2.16), define and order the eigenvalues of $L(t)$ such that

$$0 \equiv \lambda_1(t) \leq \lambda_2(t) \leq \ldots \leq \lambda_n(t) \leq n.$$

Then, the eigenspectrum of $\bar{L}(t)$ is $\text{spec} \left( \bar{L}(t) \right) = \{\lambda_2(t), \ldots, \lambda_n(t)\}$. The Fiedler eigenvalue $\lambda_2(t)$ is a measure of the algebraic connectivity, and $\lambda_2(t) > 0$ if and only if $\mathcal{G}(t)$ is connected at time $t$. Consequently, $\mu$ is an integral measure of the connectivity of graph $\mathcal{G}(t)$ over a sliding temporal window of width $T$. Equation (2.16) captures dynamic communication topologies arising from temporary loss of communication and switching communication links. In fact, under this condition $\mathcal{G}(t)$ may even fail to be connected pointwise in time at all times during the mission.

2.4.3 Time-Critical Coordination Strategies

The set of strategies in Table 2.1 opens a wide range of possibilities to automate time criticality, and narrow the gap between human operators and motion control algorithms. Indeed, Figures 2.5 and 2.6 present real scenarios that can be automated using these strategies. Figure 2.5 focuses on applications for tight coordination, whereas Figure 2.6 presents examples for loose coordination.

The scenarios in Figures 2.5a and 2.5b require the aircraft to meet desired inter-agent spacing specifications with precision due to close proximity operations. However, while the aircraft at the airshow in Figure 2.5a may not have a temporal requirement, the tanker in Figure 2.5b has to serve multiple groups of fighters, which are often assigned a temporal slot to perform refueling. On the other hand, Figure 2.5c shows a representative example that combines tight coordination and strict temporal constraints. The figure shows the coordinated trajectories of a DC-8 aircraft.
and the CryoSat-2 spacecraft [45], along with the times of the satellite passover. Calibration and validation of satellite data often requires that the satellite and aircraft measurements take place simultaneously over the same region, since the variables measured—temperature, humidity, ice thickness—may vary in space and time.

Figure 2.5: Missions with tight coordination.

Figure 2.6: Missions with loose coordination.

Figures 2.6a and 2.6b showcase a SAR mission and an auto-landing scenario, both operating in mid-proximity. In these cases, coordination is used to ensure safe operations since trajectories are not spatially deconflicted, see Figure 2.6b and also achieve mission-specific objectives such as in Figure 2.6a where a certain overlap in the field of view of the onboard cameras is desirable. While the aircraft participating in the SAR mission may not have any temporal requirements, ATC authorities will often assign landing slots for the aircraft in Figure 2.6b. Figure 2.7 shows the nominal arrival time \( t_{d_{end,i}} \), and desired arrival window for each of the vehicles in Figure 2.6b. Note that the UASs can arrive at any time within the assigned landing slot. However, the spacing of
these slots guarantees that the vehicles land at least two minutes apart. Finally, Figure 2.6c shows a fleet of vessels and aircraft engaged in coordinated maneuvers that can be implemented using loose coordination and strict temporal constraints. The vessels do not require tight coordination among themselves, since small deviations in their formation will not lead to collisions. However, they may be tasked to arrive to their destination at a particular time, which requires strict temporal constraints.

Figures 2.5 and 2.6 highlight the flexibility that the proposed framework introduces. However, there exist missions that cannot be captured by the coordination strategies presented so far. In fact, the motivational scenario in Figure 1.1 does not fall under any of the strategies detailed in Table 2.1. Note that in Figure 1.1 fleets A and B introduce two different but coexisting coordination behaviors that are incompatible with the current problem formulation. At the start of the mission, the agents within fleet A must coordinate tightly with their fleet peers, but loosely with the agents in fleet B, and vice versa. To further expand the types of missions that can be automated with this framework, we propose the following agent-specific coordination problem:

\[
\begin{align*}
\xi_i(t) - \xi_j(t) & \xrightarrow{t \to \infty} [-\Delta_{c_{i,j}}, \Delta_{c_{i,j}}], \\
\xi_i(t) - \xi_R(t) & \xrightarrow{t \to \infty} [-\Delta_{t,i}, \Delta_{t,i}], \\
\dot{\xi}_i(t) - \dot{\xi}_R & \in [-\Delta_{r,i}, \Delta_{r,i}],
\end{align*}
\]

where the coordination window \(\Delta_{c_{i,j}}(t) \geq 0\) is defined for every pair of agents, and the temporal and rate windows \(\Delta_{t,i}(t)\) and \(\Delta_{r,i}(t)\) are defined for every peer.
Chapter 3

Geometric Queries

In the context of computational geometry, proximity queries are a set of methods that return information regarding the relative distance between two or more geometric objects, such as a curve and a polyhedron. Proximity queries are the backbone of path-planning algorithms, and are used to check whether candidate paths violate safe separation constraints. These queries fall within a larger category of methods called geometric queries, which report information regarding one or more objects in a topological space. This chapter introduces the geometric objects of interest for this thesis; studies and expands proximity queries for these objects; and proposes the silhouette as a novel geometric query to aid path-planning algorithms in cluttered environments, possibly with incomplete obstacle information.

3.1 Geometric Model

Consider a fleet of $n$ UASs that must maneuver through a three-dimensional euclidean space scattered with $n_o$ obstacles to accomplish a cooperative mission. Using lingo from the field of robotics [46], this space will be referred to as the workspace. To plan this mission, the different elements in the workspace are modeled as follows:

i) Environmental obstacles are represented by convex polytopes $O_k \subset \mathbb{R}^3$ with $k \in \mathcal{K}$ and $\mathcal{K} := \{1, \ldots, n_o\}$. As a result, any concave obstacle must be partitioned into multiple convex polytopes. Each obstacle is assigned a buffer distance $d_{o,k}$ that captures the uncertainty in its geometric description and location. This uncertainty depends on the source of information that provided the geometry of the obstacle such as a map, a LiDAR, or a stereo vision system, as well as the algorithms that processed and fused this information.

---

1The problem of partitioning a concave polyhedron into a minimum number of convex polyhedra is NP-hard [47] and, if possible, should be solved just once before addressing the trajectory planning problem.
ii) The desired position for the center of mass of the $i$th UAS is given by a sequence of $n_{p,i}$ Bézier curves
\[ p^j_{d,i}(\zeta^j_i) : [0, 1] \to \mathbb{R}^3, \]
where $\zeta^j_i$ is the dimensionless parameter for the $j$th curve of the $i$th vehicle, with $i \in I$ and $j \in J_i := \{1, \ldots, n_{p,i}\}$. To avoid collisions, each path is assigned a buffer distance $d_{p,i}$ that accounts for the dimensions of the vehicle frame, and the path-following error under nominal conditions. All pairs $(p^j_{d,i}, d_{p,i})$ define a tube through which the $i$th vehicle will fly if the mission evolves as planned. The trajectory segments
\[ p^j_{d,i}(t_d) \]
are simply the spatial paths $p^j_{d,i}(\zeta^j_i)$ expressed as a function of the desired time $t_d$. Given the desired initial time $t^j_{d_{\text{init}},i}$ and desired end time $t^j_{d_{\text{end}},i}$ for each trajectory segment, define the normalized time
\[ \hat{t}^j_{d,i} := \frac{1}{\delta t^j_{d,i}} \left( t_d - t^j_{d_{\text{init}},i} \right), \quad t_d \in \left[ t^j_{d_{\text{init}},i}, t^j_{d_{\text{end}},i} \right], \]
where $\delta t^j_{d,i} := t^j_{d_{\text{end}},i} - t^j_{d_{\text{init}},i}$ is the desired duration of the $j$th trajectory segment assigned to the $i$th UAS. Then, the desired speed profile along each path segment
\[ v^j_{d,i}(\hat{t}^j_{d,i}) := \frac{1}{\delta t^j_{d,i}} \left\| \frac{dp^j_{d,i}(\hat{t}^j_{d,i})}{d\hat{t}^j_{d,i}} \right\| : [0, 1] \to \mathbb{R}^+ \]
is also given in the form of a Bézier curve. The desired speed profile and the parametric speed
\[ \sigma^j_i(\zeta^j_i) := \left\| \frac{dp^j_{d,i}(\zeta^j_i)}{d\zeta^j_i} \right\| : [0, 1] \to \mathbb{R}^+ \]
define the relationship between the curve parameter $\zeta^j_i$ and the normalized time $\hat{t}^j_{d,i}$. The objective of the trajectory generation algorithms is to design $p^j_{d,i}(\zeta^j_i)$ and $v^j_{d,i}(\hat{t}^j_{d,i})$.

Figure 3.1 illustrates the types of geometric objects in this model. It shows a concave obstacle in dark gray, and its partition into seven convex polytopes. A safety buffer is drawn around each of these polytopes, highlighted in light gray. Each safety buffer is the convex hull of the Minkowski set sum $\mathbb{R}^m$ between the convex polytope $O_k$ and a sphere of radius $d_{o,k}$ centered at the origin, with $k \in K$. For a pair of polytopes with $n_v$ vertices each, the Minkowski set sum returns $n_v^2$ points. The convex hull of $n_v^2$ points takes $O(n_v^2 \log n_v)$ operations [48, 51]. Hence, evaluating these buffers
\[ ^2 \text{The Minkowski set sum between two set } A \subset \mathbb{R}^m \text{ and } B \subset \mathbb{R}^m \text{ is defined as } A \oplus B := \{ x + y \mid x \in A, y \in B \}. \]
at runtime is computationally expensive and must be avoided, if possible. This chapter introduces proximity queries that circumvent explicitly computing these safety buffers. Figure 3.1 also shows the paths assigned to two vehicles, and associated tubes in red and blue. The following subsections provide some insight into the decision process that lead to the proposed geometric model.

![Figure 3.1: Geometric objects and uncertainty buffers.](image)

**3.1.1 Polytopes**

This section provides a brief overview of polytopes, their properties, representations, and algorithms available. For simplicity, this section drops the subscript in $O_k$, and uses $O$ to denote a polytope.

**Definition 7** Let $O \subset \mathbb{R}^m$ be a polytope. Then the following statements are equivalent:

i) $O$ is the convex hull of a finite set of points,

ii) $O$ is a bounded intersection of finitely many closed half-spaces.
In the field of robotics, polytopes are often given by a finite set of points, the \( \mathcal{V} \)-representation. There are three main reasons for this: first, CAD models store in memory the vertices of the objects in a workspace; second, obstacle information is sometimes collected by sensors that produce point clouds; and third, this representation is conducive to an easy interpretation and visualization of the data. The minimal \( \mathcal{V} \)-representation is the minimum number of vertices whose convex hull defines the polytope, and thus contains no internal vertices. In the field of combinatorial optimization, polytopes are frequently given by a set of linear inequalities that represent a family of half-spaces, the \( \mathcal{H} \)-representation. Similarly, the minimal \( \mathcal{H} \)-representation is the set of half-spaces that define the facets of the polytope. Given the \( \mathcal{V} \)-representation of a polytope, the convex hull algorithm in [51] returns the minimal \( \mathcal{H} \)-representation.

Steinitz’s theorem proves that the boundary of a polytope \( \mathcal{O} \subset \mathbb{R}^3 \) can be represented by a planar graph \( \mathcal{G}_o(\mathcal{V}_o, \mathcal{E}_o) \) [52]. The set of nodes \( \mathcal{V}_o \) corresponds to the vertices in \( \mathcal{O} \), and the set of graph edges \( \mathcal{E}_o \) represents the edges in \( \mathcal{O} \). An intuitive tool to construct and visualize \( \mathcal{G}_o \) is a Schlegel diagram. Figure 3.2 illustrates the same polytope with three different boundary representations.

Figure 3.2: \( \mathcal{V} \)-representation and boundary information (top), Schlegel diagram with the DCEL member variables (bottom).
The bottom images show the Schlegel diagram associated with the boundary representation in the top figures. To draw a Schlegel diagram of a polytope \( \mathcal{O} \subset \mathbb{R}^3 \), choose a facet \( f_k \) and a point \( p_v \in \mathbb{R}^3 \), such that \( p_v \) is contained in the half spaces that define all facets except \( f_k \). Then, the projection of \( \mathcal{O} \) onto \( f_k \) through rays that emanate from \( p_v \) defines the Schlegel diagram. In Figure 3.2, point \( p_v \) is shown in black, whereas the projection of \( \mathcal{O} \) onto \( f_1 \) is colored in red. Note that each undirected edge in the Schlegel diagrams in Figure 3.2 is assigned two directed edges \( e_{i,j} \) and \( e_{j,i} \), referred to as twin edges. The reason for this is that the data structure chosen to represent \( \mathcal{G}_o \) in this thesis is the Doubly Connected Edge List (DCEL), proposed in [53] with the slight modifications introduced in [54]. This data structure is designed to efficiently perform some of the underlying operations\(^4\) in the geometric queries used here. The DCEL has three lists as member variables:

i) Vertex list: contains the coordinates of each vertex \( v_i \), and a pointer to an arbitrary incident edge \( e_{i,j} := \{v_i, v_j\} \), that has \( v_i \) as the origin.

ii) Edge list: each entry is composed of a pointer to the origin \( v_i \) of the edge \( e_{i,j} \), a pointer to the twin edge \( e_{j,i} \) and incident facet \( f_k \), as well as pointers to the next and previous edges that bound \( f_k \) when traversing it counterclockwise, see Figure 3.2.

iii) Facet list: each item consists of a pointer to an arbitrary incident edge.

Additional fields may be added to each of these lists when necessary. For instance, when evaluating whether a facet is visible from a point of view \( p_v \in \mathbb{R}^3 \), it is useful to store in memory the components of a unit vector normal to each facet. Tables 3.1, 3.2 and 3.3 contain the vertex, edge, and facet lists for the example in Figure 3.2B with incomplete boundary information. Note that the nil pointers correspond to features that are not defined, because either the boundary information is incomplete, or the vertex in question is not on the boundary of the polytope.

While using the \( V \) or \( H \)-representation can make a great difference in the computational cost of certain algorithms, this thesis uses the \( V \)-representation combined with three different levels of boundary information, depicted in Figure 3.2.

\(^4\)Common operations that benefit from the DCEL data structure are the traversal of all the edges that are incident to a facet, and the retrieval of all the edges that are incident to a vertex.
(i) In some cases, polytopes may not include a boundary representation, as shown in Figure 3.2a.

(ii) In other instances, polytopes may contain an incomplete boundary representation, as in Figure 3.2b. This happens if an obstacle has been partially observed, or the algorithms responsible for generating the boundary representation have not finished execution.

(iii) In the best case scenario, polytopes with a complete boundary representation are provided, see Figure 3.2c, which can reduce the computational cost of some geometric queries [55].

<table>
<thead>
<tr>
<th>Vertex</th>
<th>Coordinates</th>
<th>Incident Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1</td>
<td>[0.00, 0.00, 0.00]</td>
<td>e1,2</td>
</tr>
<tr>
<td>v2</td>
<td>[1.00, 0.00, 0.00]</td>
<td>e2,5</td>
</tr>
<tr>
<td>v3</td>
<td>[1.00, 1.00, 0.00]</td>
<td>null</td>
</tr>
<tr>
<td>v4</td>
<td>[0.00, 1.00, 0.00]</td>
<td>e4,1</td>
</tr>
<tr>
<td>v5</td>
<td>[0.00, 0.00, 1.00]</td>
<td>e5,1</td>
</tr>
<tr>
<td>v6</td>
<td>[1.00, 0.00, 1.00]</td>
<td>e5,8</td>
</tr>
<tr>
<td>v7</td>
<td>[1.00, 1.00, 1.00]</td>
<td>null</td>
</tr>
<tr>
<td>v8</td>
<td>[0.00, 1.00, 1.00]</td>
<td>e8,4</td>
</tr>
<tr>
<td>v9</td>
<td>[0.25, 0.75, 0.50]</td>
<td>null</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Edge</th>
<th>Origin</th>
<th>Twin</th>
<th>Next</th>
<th>Previous</th>
<th>Incident Facet</th>
</tr>
</thead>
<tbody>
<tr>
<td>e1,2</td>
<td>v1</td>
<td>nil</td>
<td>e2,6</td>
<td>e5,1</td>
<td>f1</td>
</tr>
<tr>
<td>e2,6</td>
<td>v2</td>
<td>nil</td>
<td>e6,5</td>
<td>e1,2</td>
<td>f1</td>
</tr>
<tr>
<td>e6,5</td>
<td>v6</td>
<td>nil</td>
<td>e5,1</td>
<td>e2,6</td>
<td>f1</td>
</tr>
<tr>
<td>e5,1</td>
<td>v5</td>
<td>e1,5</td>
<td>e1,2</td>
<td>e6,5</td>
<td>f1</td>
</tr>
<tr>
<td>e1,5</td>
<td>v1</td>
<td>e5,1</td>
<td>e5,8</td>
<td>e4,1</td>
<td>f4</td>
</tr>
<tr>
<td>e5,8</td>
<td>v5</td>
<td>nil</td>
<td>e8,4</td>
<td>e1,5</td>
<td>f4</td>
</tr>
<tr>
<td>e8,4</td>
<td>v8</td>
<td>nil</td>
<td>e4,1</td>
<td>e5,8</td>
<td>f4</td>
</tr>
<tr>
<td>e4,1</td>
<td>v4</td>
<td>nil</td>
<td>e1,5</td>
<td>e8,4</td>
<td>f4</td>
</tr>
</tbody>
</table>

Finally, some of the polytopes that arise in the deconfliction of trajectories have internal vertices. Thus, it is important that the geometric queries used do not require the $V$-representation to be minimal. Note that vertex $v_9$ in Figure 3.2 is internal, and does not appear in the Schlegel diagrams.

### 3.1.2 Bézier curves

A brief overview of Bézier curves, their properties, and algorithms is provided in this section. For simplicity, all subscripts and superscripts are dropped and $p_d(\zeta)$ is used to denote a spatial path, whereas $v_d(\hat{t}_d)$ refers to the desired speed profile.

**Definition 8** A Bézier curve in $\mathbb{R}^m$ is a polynomial function $r(\zeta) : [0, 1] \rightarrow \mathbb{R}^m$

$$r(\zeta) = \sum_{k=0}^{n} \tilde{r}_k b_k^n(\zeta), \quad b_k^n(\zeta) := \binom{n}{k} (1 - \zeta)^{n-k} \zeta^k,$$
where $\zeta$ is the dimensionless curve parameter, $\vec{r}_k \in \mathbb{R}^m$ is the $k$th control point, and $b^n_k(\zeta)$ are the Bernstein polynomials, which comprise the Bernstein basis of degree $n$.

The Bernstein basis was first introduced by Russian mathematician Sergei N. Bernstein in 1912 as a mathematical artifact in the proof of the Weierstrass theorem [56]. In the 1960s, French engineer Pierre Bézier leveraged this basis for the generation of curves and surfaces in automotive design [57]. Since then, Bézier curves have become ubiquitous in CAD applications, gaming and animation, and even digital calligraphy for their advantageous properties [37]. In this thesis, Bézier curves were chosen as an element in the geometric model for a variety of reasons. Numerical stability, favorable geometric properties, availability of efficient proximity queries and root-finding algorithms are the most notable. The following is a partial list of the attributes that are leveraged across this thesis, and were decisive in the selection of Bézier curves:

i) **Non-negative basis:** the Bernstein polynomials $b^n_k(\zeta) \geq 0$ for all $\zeta \in [0, 1]$ and $k = 0, \ldots, n$.

ii) **Partition of unity:** the Bernstein polynomials that comprise a basis of degree $n$ satisfy

$$\sum_{k=0}^{n} b^n_k(\zeta) \equiv 1, \quad \forall \zeta \in \mathbb{R}.$$

iii) **Bounding polytope:** properties i) and ii) prove that Bézier curves lie within the convex hull of their control points, henceforth referred to as the control polytope. Figure 3.3 shows in red a spatial path $\vec{p}_d(\zeta)$ designed using a Bézier curve of degree 6. The control points $\vec{p}_d k$ are depicted by circular markers, and the facets of the control polytope are colored in magenta. As illustrated in Figure 3.3, the control polytope naturally defines a bounding region where the curve is contained in its entirety. This property and the Gilbert-Johnson-Keerthi (GJK) algorithm [58, 59, 60] can be leveraged to perform proximity queries that involve Bézier curves and polytopes in $\mathbb{R}^2$ and $\mathbb{R}^3$ [61]. Note that some of the control points that define the curve could be internal vertices in the control polytope. This highlights the importance of dealing with non-minimal $\mathcal{V}$-representations when performing proximity queries with Bézier curves. Another direct consequence of the Bernstein basis, often leveraged in proximity queries, is that Bézier curves start and finish at their first and last control points, as shown in Figure 3.3.
iv) **Degree elevation**: a polynomial curve \( r(\zeta) \) expressed in a Bernstein basis of degree \( n \) with control points \( \vec{r}_k \in \mathbb{R}^m \) can be rewritten in a Bernstein basis of degree \( n + 1 \) as

\[
r(\zeta) = \sum_{k=0}^{n} \vec{r}_k^* b_{k+1}^n(\zeta), \quad \text{with} \quad \vec{r}_k^* = \begin{cases} \vec{r}_0, & \text{if } k = 0, \\ \frac{k}{n+1} \vec{r}_{k-1} + \left(1 - \frac{k}{n+1}\right) \vec{r}_k, & \text{if } k = 1, \ldots, n, \\ \vec{r}_n, & \text{if } k = n + 1. \end{cases}
\]

v) The set of polynomial curves is closed under the operations of addition/subtraction, multiplication, composition, differentiation, and integration. This facilitates the development of numerical software that exclusively relies on the manipulation of the control points.

- **Addition/subtraction**: let \( r(\zeta) \) and \( s(\zeta) \) be polynomial curves expressed in a Bernstein basis of degree \( n \) with control points \( \vec{r}_k, \vec{s}_k \in \mathbb{R}^m \). Then, the control points of \( r(\zeta) \pm s(\zeta) \) are obtained by adding/subtracting the corresponding control points

\[
r(\zeta) \pm s(\zeta) = \sum_{k=0}^{n} (\vec{r}_k \pm \vec{s}_k) b_k^n(\zeta).
\]

If the degree of the bases for \( r(\zeta) \) and \( s(\zeta) \) does not match, then the lowest-degree basis must be degree elevated until their degrees coincide.
• **Multiplication**: let \( u(\zeta) \) be a polynomial curve expressed in a Bernstein basis of degree \( p \) with control points \( \bar{u}_k \in \mathbb{R} \). Then, the product of \( u(\zeta) \) and \( r(\zeta) \) yields a Bézier curve \( v(\zeta) = u(\zeta)r(\zeta) \) with a basis of degree \( n + p \) and control points

\[
\bar{v}_k = \sum_{j=\max(0,k-n)}^{\min(p,k)} \binom{n}{j} \binom{n+p}{k-j} \bar{u}_j \bar{r}_{k-j}, \quad k = 0, \ldots, n + p.
\]

• **Composition**: let \( \zeta(\hat{t}_d) \) be a polynomial curve expressed in a Bernstein basis of degree \( p \) with control points \( \bar{\zeta}_k \in \mathbb{R} \). The composition of \( r(\zeta) \) with \( \zeta(\hat{t}_d) \) yields a Bézier curve \( r(\hat{t}_d) = r \circ \zeta = r(\zeta(\hat{t}_d)) \) with a basis of degree \( np \)

\[
r(\hat{t}_d) = \sum_{k=0}^{np} \bar{r}^*_k b^n_{kp}(\hat{t}_d),
\]

with control points \( \bar{r}^*_k = a^*_n_{0,k} \) for \( k = 0, \ldots, np \). The coefficients \( a^*_\ell_{i,j} \) are defined through an iterative procedure \[62\] as follows:

\[
a^*_\ell_{i,j} = \begin{cases} 
\bar{r}_i, & \text{if } \ell = 0, \\
\frac{1}{\binom{lp}{q}} \sum_{q=\max(0,j-p)}^{\min(j,p,\ell-1)} \binom{p(\ell-1)}{q} \binom{p}{j-q} ((1 - \bar{\zeta}_{j-q})a^*_{\ell-1,i,q} + \bar{\zeta}_{j-q}a^*_{\ell-1,i+1,q}), & \text{otherwise},
\end{cases}
\]

with \( \ell = 0, \ldots, n, i = 0, \ldots, n - \ell, \) and \( j = 0, \ldots, \ell p \). In this thesis, this method is often used in the reparameterization of paths as a function of the normalized time \( \hat{t}_d \).

• **Derivation**: the parametric derivative of \( r(\zeta) \) can be expressed in a Bernstein basis of degree \( n - 1 \) as

\[
r'(\zeta) := \frac{dr(\zeta)}{d\zeta} = \sum_{k=0}^{n-1} n (\bar{r}_{k+1} - \bar{r}_k) b^n_{k}(\zeta).
\]

As a result, first and higher-order boundary conditions on a path \( p_d(\zeta) \) can be imposed by solving a system of linear equations on the control points. Figure \[3.3\] illustrates the geometrical interpretation of the equation above. The path \( p_d(\zeta) \) is tangent to the line segments defined by the first and second control points \( (\bar{p}_d_0, \bar{p}_d_1) \), as well as as the second-to-last and last control points \( (\bar{p}_d_5, \bar{p}_d_6) \).
• **Integration**: the integral of $r(\zeta)$ can be expressed in a Bernstein basis of degree $n+1$ as

$$\int r(\zeta) \, d\zeta = C + \sum_{k=1}^{n+1} \left( \frac{1}{n+1} \sum_{j=0}^{k-1} \bar{r}_j \right) b_k^{n+1}(\zeta),$$

where $C \in \mathbb{R}^m$ is a constant vector. Hence, integral conditions also yield linear systems of equations on the control points. The expression above is often used in the design of the speed profile $v_d(\hat{t}_d)$, to ensure that vehicles travel through the entire arclength $\ell$ associated to each trajectory segment in the allocated time $\delta t_d$

$$\delta t_d \int_0^1 v_d(\hat{t}_d) \, d\hat{t}_d = \ell.$$

vi) **Shape handles**: the control points of a Bézier curve serve as “shape handles” [37] to intuitively modify its geometry. As a result, portions of the flight plan produced by the trajectory generation algorithm that do not fully capture the considerations of a human operator can be adjusted on the fly by dragging the corresponding control points [63].

vii) **Numerical stability**: the Bernstein basis is “optimally stable” [64]. In other words, it is not possible to design a non-negative basis for generic polynomials of degree $n$ that can consistently reduce the condition number of this basis. Consequently, Bézier curves present excellent numeric stability, and floating-point error propagation behavior.

viii) **Curve evaluation**: given a Bézier curve $r(\zeta)$ and a parameter value $\alpha \in [0, 1]$ where the curve is to be evaluated, a modification of the *Horner’s method* for the Bernstein basis, similar to the one detailed in [65], is used in this thesis to return $r(\alpha)$.

ix) **Curve subdivision**: given a Bézier curve $p_d(\zeta)$ expressed in a Bernstein basis of degree $n$ with control points $\bar{p}_d_i$ with $i = 0, \ldots, n$, and a parameter value $\alpha \in [0, 1]$ where the curve is to be split, the *de Casteljau algorithm* is used in this thesis to return two Bézier curves

---
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Assume the coefficients $\bar{u}_k \in \mathbb{R}$ of a polynomial $u(\zeta)$ expressed in a basis $\beta = \{\beta_0^n, \ldots, \beta_n^n\}$ of degree $n$ are subject to quantization errors with maximum relative magnitude $\epsilon$. Then, the bound on the perturbation $\delta u$ caused by the quantization errors can be expressed in terms of the condition number $C_\beta(u(\zeta))$ for the polynomial $u(\zeta)$ in the basis $\beta$ as $|\delta u| \leq C_\beta(u(\zeta)) \epsilon$ with $C_\beta(u(\zeta)) = \sum_{k=0}^{n} |\bar{u}_k\beta_k^n(\zeta)|$. 
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$$q_d(\zeta) = \sum_{k=0}^{n} \tilde{q}_{dk} b_n^k(\zeta), \quad r_d(\zeta) = \sum_{k=0}^{n} \tilde{r}_{dk} b_n^k(\zeta),$$

with control points $\tilde{q}_{dk} = a_k^k$ and $\tilde{r}_{dk} = a_n^{n-k}$ for $k = 0, \ldots, n$. The coefficients $a_{i}^{\ell}$ are defined through the following iterative procedure:

$$a_{i}^{\ell} = \begin{cases} 
\bar{p}_{di}, & \text{if } \ell = 0, \\
(1 - \alpha)a_{i-1}^{\ell-1} + \alpha a_{i}^{\ell-1}, & \text{otherwise,}
\end{cases}$$

for $\ell = 0, \ldots, n$ and $i = \ell, \ldots, n$. The curves $q_d(\zeta)$ and $r_d(\zeta)$ represent the first and second subdivisions of $p_d(\zeta)$ which are illustrated in Figure 3.4 and satisfy

$$q_d(\zeta) = p_d(\zeta \alpha), \quad r_d(\zeta) = p_d(\alpha + \zeta(1 - \alpha)), \quad \text{with} \quad \zeta \in [0, 1].$$

Figure 3.4: Curve subdivision using the de Casteljau algorithm.

x) **Variation-diminishing property**: given a Bézier curve $u(\zeta)$ with control points $\bar{u}_k \in \mathbb{R}$, the number of real roots $n_r$ on the interval $(0, 1)$ is less or equal to the number of sign changes in the control points $n_c$ by an even amount

$$n_r = n_c - 2m,$$
where $m \in \mathbb{N}$. Thus, if $n_c = 1$ then $n_r = 1$. The combination of this property with the de Casteljau algorithm and the Newton-Raphson method is an efficient tool for fast isolation and approximation of real roots for $n$-degree polynomials [66, 67, 37].

The following section uses some of these properties and algorithms for polytopes and Bézier curves to perform proximity queries among objects in the geometric model presented.

### 3.2 Proximity Queries

Let $\mathcal{A}$ and $\mathcal{B}$ be two objects in the geometric model described in Section 3.1. Thus, the pair $(\mathcal{A}, \mathcal{B})$ can either be composed of two polytopes, a polytope and a Bézier curve, or a pair of Bézier curves. Then, to answer questions regarding the relative distance between these objects, define the *separating distance* between $\mathcal{A}$ and $\mathcal{B}$ as

$$d(\mathcal{A}, \mathcal{B}) := \min_{x \in \mathcal{A}, y \in \mathcal{B}} \|x - y\|.$$ 

For practical reasons, the scope of proximity queries studied here is limited to the following types:

i) **Separation distance queries** between $\mathcal{A}$ and $\mathcal{B}$ return an approximate separating distance $\hat{d}$ within some small error $\epsilon$ of the true separating distance, that is

$$d(\mathcal{A}, \mathcal{B}) - \epsilon \leq \hat{d} \leq d(\mathcal{A}, \mathcal{B}) + \epsilon.$$ 

Generally, finite precision machines cannot return the true separating distance, due to the approximation errors introduced by the floating-point arithmetic [68]. However, given the expected range for the input arguments of the distance query, the software in [69, 70] can be leveraged in some cases to find an over-approximation of the accumulated absolute error $\bar{\epsilon} \geq \epsilon$ that a query may incur in.

ii) **Tolerance verification queries** between $\mathcal{A}$ and $\mathcal{B}$ determine whether the approximate distance $\hat{d}$ is greater than a *safety distance* $d_s(\mathcal{A}, \mathcal{B})$. This involves evaluating the inequality

$$\hat{d} > d_s(\mathcal{A}, \mathcal{B}) + \bar{\epsilon},$$
and returning \textit{true} or \textit{false} accordingly. In practice, computing \( \hat{d} \) can be computationally expensive, and algorithms often resort to computing upper and lower bounds \( \hat{d} \leq \bar{d} \leq \hat{d} \) to conclude that

\[
\begin{align*}
\hat{d} > d_s(A, B) + \bar{\varepsilon} & \implies \hat{d} > d_s(A, B) + \bar{\varepsilon}, \\
\hat{d} \leq d_s(A, B) + \bar{\varepsilon} & \implies \hat{d} \leq d_s(A, B) + \bar{\varepsilon}.
\end{align*}
\]  

\text{(3.1)}

In the context of the geometric model presented in Section \textbf{3.1}, the selection of an appropriate \( d_s(A, B) \) must be informed by the uncertainty associated with \( A \) and \( B \). For instance, let \( A \) be \( j \)th trajectory segment assigned to the \( i \)th vehicle \( p^j_{d,i}(\zeta^j_i) \) with associated uncertainty distance \( d_{p,i} \), and let \( B \) be the \( k \)th obstacle in the workspace \( O_k \) with associated uncertainty distance \( d_{o,k} \). Then, to ensure that the \( i \)th vehicle maintains a safe separation with the \( k \)th obstacle choose a safety distance

\[ d_s(p^j_{d,i}, O_k) = c_s (d_{p,i} + d_{o,k}), \]

where \( c_s > 1 \) is a \textit{safety factor} that provides an additional margin for unmodelled errors.

\text{iii) Collision queries} determine whether objects \( A \) and \( B \) intersect. This involves evaluating the inequality

\[ \hat{d} > \bar{\varepsilon}, \]

and returning \textit{true} or \textit{false} accordingly. In practice, the value for \( \hat{d} \) is rarely computed and algorithms resort to the same strategy described for tolerance verification queries to conclude that

\[
\begin{align*}
\hat{d} > \bar{\varepsilon} & \implies \hat{d} > \bar{\varepsilon}, \\
\hat{d} \leq \bar{\varepsilon} & \implies \hat{d} \leq \bar{\varepsilon}.
\end{align*}
\]  

\text{(3.2)}

Currently, collision queries are the most widespread type of proximity query used in robotics to discard paths that are deemed unsafe. However, given the formulation in Section \textbf{3.1}, this query cannot be leveraged to safely deconflict \( A \) and \( B \), unless the corresponding tubes and/or
blown-out safety buffers illustrated in Figure 3.1 are explicitly constructed. As discussed previously, this is computationally expensive and may only be beneficial if the execution time of collision queries clearly outperforms that of tolerance verification queries.

Proximity queries between convex polytopes have been widely studied in the literature. The software packages in [71, 72, 73] perform some of the aforementioned proximity queries for pairs of polytopes with efficacy. Among the existing methods, the Gilbert-Johnson-Keerthi (GJK) algorithm [58] exhibits linear-time performance in practice, and utilizes the fact that the minimum distance between two polytopes $A$ and $B$ is the same as the minimum distance between the origin and the Minkowski sum set $A \oplus (-B)$. The work in [74] proposes a modification of the GJK algorithm to improve performance in coherent environments, and achieves almost-constant time complexity. The Lin-Canny algorithm [75] was one of the first to exploit motion coherence, and exhibits constant runtime in coherent environments. In addition, not only algorithms and frame coherence affect the runtime performance of these queries, but also the polytope representation used. The authors in [76] present an optimal algorithm that takes $O(\log n)$ time, where $n$ is the number of faces of the polyhedra. It relies on the bounded Dobkin-Kirkpatrick hierarchical representation [77], which requires preprocessing the polyhedra.

Proximity queries among convex polytopes can be formulated as a convex optimization problem. However, in general, proximity queries involving Bézier curves define a non-convex problem. Existing literature uses a wide variety of strategies to tackle this problem. Two common approaches are analytic and subdivision methods. Analytic techniques often involve curve implicitation, and require the solution of systems of non-linear equations, as described in [78, 79]. Subdivision methods, on the other hand, perform successive partitions of the curve domain and examine the relative distance between these partitions, often coupled with a bounding method. The authors in [61] use this approach to compute the distance between a pair of Bézier curves and surfaces, and propose an adaptive subdivision scheme. The algorithm in [80] uses swept spheres to iteratively cull smaller curve segments and compute the distance between a pair of Bézier curves. The authors in [81] develop a branch and bound method for absolutely continuous parametric curves. In this case, they devised an elegant bounding method for this class of curves that results in shrinking ellipsoids. In this thesis, we leverage the bounding properties of the control polytope of a Bézier curve, differ-
ent variations of the GJK algorithm, and a static subdivision scheme to tackle proximity queries involving Bézier curves.

As described in Section 3.1, the obstacles $O_k$ in the geometric model are static. As a result, proximity queries between an obstacle $O_k$ and a trajectory segment $p^{j_1}_{d,i_1}(\zeta^{j_1}_{i_1})$ are also static. Trajectory segments are inherently dynamic objects, and can be deconflicted using the spatial or temporal dimensions. If one wishes to ensure spatial separation between a pair of Bézier curves

$$\|p^{j_1}_{d,i_1}(\zeta^{j_1}_{i_1}) - p^{j_2}_{d,i_2}(\zeta^{j_2}_{i_2})\| > d_s, \quad \forall \zeta^{j_1}_{i_1}, \zeta^{j_2}_{i_2} \in [0,1], \quad i_1 \neq i_2, \quad i_1, i_2 \in I, \quad j_1 \in J_{i_1}, \quad j_2 \in J_{i_2},$$

then a static proximity query can be utilized to check whether the inequality above is met. In this case, for the sake of simplicity curves are often expressed in terms of their dimensionless parameters. However, if one wishes to enforce temporal separation between a pair of Bézier curves

$$\|p^{j_1}_{d,i_1}(t_d) - p^{j_2}_{d,i_2}(t_d)\| > d_s, \quad \forall t_d \in [t_{\text{init}}, t_{\text{end}}], \quad i_1 \neq i_2, \quad i_1, i_2 \in I, \quad j_1 \in J_{i_1}, \quad j_2 \in J_{i_2},$$

which is a common approach in cluttered scenarios due to the lack of alternative routes, then the following procedure is used. First, the curve segments are clipped using the de Casteljau algorithm so that the initial and final times of the curve segments being analyzed coincide, as in the equation above. Second, the difference trajectory $p^{j_1}_{d,i_1}(t_d) - p^{j_2}_{d,i_2}(t_d)$ is computed. Next, a static proximity query between the difference trajectory and the origin determines whether the segments are temporally deconflicted

$$d(p^{j_1}_{d,i_1}(t_d) - p^{j_2}_{d,i_2}(t_d), 0) = \min_{t_d \in [t_{\text{init}}, t_{\text{end}}]} \|p^{j_1}_{d,i_1}(t_d) - p^{j_2}_{d,i_2}(t_d)\|.$$

Hence, what initially was a dynamic proximity query between two curves is reformulated as a static proximity query between the difference trajectory and the origin.

Subsection 3.2.1 describes the method developed in this thesis to ensure safe separation between

---

5 If one wishes to extend the geometric model to include dynamic objects in the workspace there are two options. First, if the obstacles cannot be represented as a closed-form function of time, static proximity queries can be executed on a fixed-time interval. Unfortunately, this discrete-time approach can lead to missed collisions. Second, if the obstacles can be parameterized as a closed-form function of time, then novel continuous proximity queries must be developed for the geometric objects in question. The algorithm in [82] can serve as a starting point, since it provides a fast and continuous collision detection method for polyhedra.
the tubes associated with a trajectory and the safety buffer around each of the obstacles in the workspace, see Figure 3.1. Subsection 3.2.2 presents the method developed to ensure safe separation between the tubes associated with a pair of trajectories.

### 3.2.1 Tolerance Verification Query for a Polytope and a Bézier curve

Given the $V$-representation of a convex polytope $O \subset \mathbb{R}^3$ with the types of boundary representations described in Subsection 3.1.1, a polynomial parametric curve $p_d(\zeta) : [0, 1] \rightarrow \mathbb{R}^3$ of degree $n$ expressed in a Bernstein basis, and a safety distance $d_s$, the objective is to design an algorithm that returns the boolean flag

$$v_t = \begin{cases} 
  \text{true}, & \text{if } \hat{d}(O, p_d) > d_s + \bar{\epsilon}, \\
  \text{false}, & \text{otherwise}.
\end{cases}$$

Algorithm 1 in Appendix A contains the pseudo-code proposed to solve the tolerance verification problem for a polytope and a Bézier curve. The algorithm relies on two fundamental methods: the de Casteljau algorithm for the subdivision of Bézier curves, and a modification of the GJK algorithm [58] designed to perform tolerance verification queries between polytopes, referred to as GJKTolerance in Appendix A.

Algorithm 1 in Appendix A also leverages three fundamental properties of Bézier curves: first, the control polytope of a Bézier curve defines a bounding region where the curve is fully contained; second, the curve starts and finishes at its first and last control points; and third, the control polytopes generated through recursive subdivisions of $p_d(\zeta)$ converge to $p_d(\zeta)$ itself, as illustrated in Figure 3.4. The algorithm proposed constructs depth-first a binary tree structure, as illustrated in Figure 3.5, until a solution is found. It returns $v_t = true$ if the control polytopes $P_k$ of the curve subdivisions located at all the leaf nodes satisfy $\hat{d}(O, P_k) > d_s + \bar{\epsilon}$, as shown in Figure 3.5a. On the other hand, the algorithm returns $v_t = false$ as soon as a point on the curve fails a tolerance verification query with $O$, as shown in Figure 3.5b. Figures 3.6 and 3.7 depict the geometric operations that the algorithm performs on the curve for two particular cases where $v_t = true$ and $v_t = false$. The captions in these figures provide an interpretation of the different steps within Algorithm 1. The polyhedron in magenta represents the convex hull of the control points of the
original curve $p_d(\zeta)$, whereas the polyhedron in cyan represents an obstacle $O$ in the workspace. The polyhedra in gray represent the boundary of the control polytopes after a curve subdivision. These polyhedra are colored green when the tolerance verification query with $O$ returns true, and are colored red when the initial or final points of the curve subdivision violate the safe separation constraints. Notice that the binary tree in Figure 3.5a corresponds to the example in Figure 3.6, whereas the tree in Figure 3.5b matches the example in Figure 3.7.

The pseudo-code in Algorithm 1 proposes a recursive implementation. In practice, this can lead to excessive memory allocation, or even to a stack overflow due to an excessively deep recursion. Hence, it is recommended that this algorithm be implemented either using an equivalent iterative structure, or with a mechanism that limits the depth of the recursion. Conversely, this recursive structure can be easily exploited to develop an inductive proof.

### 3.2.2 Tolerance Verification Query for a pair of Bézier curves

Given two polynomial parametric curves $p_1^1(\zeta_1) : [0,1] \to \mathbb{R}^3$ and $p_2^2(\zeta_2) : [0,1] \to \mathbb{R}^3$ of degree $n_1$ and $n_2$ expressed in a Bernstein basis, and a safety distance $d_s$, the objective is to design an algorithm that returns a boolean flag

$$v_t = \begin{cases} 
\text{true}, & \text{if } \hat{d}(p_1^1, p_2^2) > d_s + \bar{\epsilon}, \\
\text{false}, & \text{otherwise.}
\end{cases}$$

Figure 3.5: Binary tree representation of the tolerance verification algorithm for a polytope and a Bézier curve.

---

6 A recursive tree search can always be implemented using an iterative structure, which is often more efficient. In fact, the algorithm proposed in [81] uses an iterative structure that relies on a priority queue to perform tolerance verification queries between a polyhedral object and a broader class of parametric curves.
(a) $p_d(\zeta)$ is divided into $q_d(\zeta)$ and $r_d(\zeta)$.

(b) The control polytope of $q_d(\zeta)$ is deemed safe.

(c) The control polytope of $r_d(\zeta)$ is deemed safe.

(d) The curve $s_d(\zeta)$ is deemed unsafe.

Figure 3.6: Tolerance verification algorithm, $v_t = true$.

(a) $p_d(\zeta)$ is divided into $q_d(\zeta)$ and $r_d(\zeta)$.

(b) The control polytope of $q_d(\zeta)$ is deemed safe.

(c) $r_d(\zeta)$ is divided into $s_d(\zeta)$ and $t_d(\zeta)$.

(d) The curve $s_d(\zeta)$ is deemed unsafe.

Figure 3.7: Tolerance verification algorithm, $v_t = false$. 
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Algorithm 2 in Appendix A contains the pseudo-code proposed to solve the tolerance verification problem for a pair of Bézier curves. The algorithm relies on the same methods and properties as Algorithm 1. The main difference is that Algorithm 2 generates a quadtree, instead of a binary tree, as illustrated in Figure 3.8. The proposed method returns \( v_t = \text{true} \) if the control polytopes \( P_{k_1}^1 \) and \( P_{k_2}^2 \) of all the curve subdivision pairs located at the leaf nodes satisfy \( \hat{d}(P_{k_1}^1, P_{k_2}^2) > d_s + \bar{\epsilon} \), see Figure 3.8a. On the other hand, the algorithm returns \( v_t = \text{false} \) as soon as it finds a pair of points in \( p_d^1 \) and \( p_d^2 \) that violate the safe separation constraints, as shown in Figure 3.8b. As in Algorithm 1 the recursive structure in Algorithm 2 is useful to develop proofs by induction. However, in practice an iterative implementation is recommended.

![Quadtree representation of the tolerance verification algorithm for a pair of Bézier curves.](image)

Figure 3.8: Quadtree representation of the tolerance verification algorithm for a pair of Bézier curves.

### 3.3 Silhouette

Given a convex polytope \( O \), a facet \( f_k \) of the polytope \( O \) is *visible* from a point of view \( p_v \not\in O \) if

\[
(p_v - \bar{v}_i) \cdot n_k > \epsilon_v,
\]

where \( n_k \) is the unit normal vector to facet \( f_k \) pointing outwards of \( O \), \( \bar{v}_i \) are the coordinates of any vertex \( v_i \) incident to facet \( f_k \), and \( \epsilon_v \) is the *visibility threshold*. The visibility threshold is usually a
small number and can either have a physical interpretation when working with particular sensors, or could be chosen to ensure numerical stability of the visibility test when operating on a finite precision machine. The following definition employs this notion of facet visibility to characterize the silhouette of a polytope.

**Definition 9** The silhouette of a convex polytope $O$ from a point of view $p_v \notin O$ is the closed sequence of edges that defines the boundary between the facets of $O$ that are visible from $p_v$ and those that are not.

The silhouette of a polytope contains local geometric information that can be used for both simulation and path-planning purposes. In simulation, the silhouette can be leveraged to determine the region of an obstacle that is visible to a UAS, as illustrated in Figure 3.9 which can be useful to model the UAS perception of the environment. For path planning purposes, the silhouette captures relevant geometric features that can be utilized to avoid a collision with a particular obstacle. Note that in Figure 3.9 if a vehicle were to fly in a straight line along a direction contained within the convex hull of all vectors $u_{v,i}$ then the UAS would eventually collide with the obstacle, where $i \in I_s$ and $I_s$ is the set of identification numbers of the vertices in the silhouette. This section presents the methods used in this thesis to compute the silhouette for the three boundary representations described in Section 3.1.1:

i) Given the complete boundary representation of an obstacle $O$, the method implemented to retrieve the silhouette information is the flood fill scheme described in [55]. The algorithm leverages the DCEL data structure, and exhibits $O(\text{card}(I_s))$ runtime performance.

ii) Given an incomplete boundary representation of an obstacle $O$, Algorithm 3 in Appendix A
was designed to leverage the available boundary information, and construct sufficient boundary information to retrieve the silhouette.

iii) Given an obstacle with no boundary information $O$, Algorithm 4 in Appendix A is used to first define a non-degenerate tetrahedron with four vertices located on the boundary of $O$. Then, similar to Algorithm 3, sufficient boundary information is constructed to extract the silhouette.

Algorithms 3 and 4 avoid computing a complete boundary representation to return the silhouette. These methods rely on the Expanding Polytope Algorithm (EPA) to inflate a polytope $P$ inside $O$. When Algorithms 3 and 4 finish, the inflated polytope $P$ contains at least the facets of $O$ that are incident to the set of vertices that define the silhouette. The EPA is typically used to compute the penetration depth between two colliding polyhedra [55]. Equivalent methods to Algorithms 3 and 4 could be designed leveraging the gift-wrapping techniques that are often seen in convex hull algorithms [84], instead of the EPA. In fact, such modifications of Algorithms 3 and 4 are expected to be simpler and have better runtime performance.

Once a non-degenerate polytope $P \subset O$ with vertices on the boundary of $O$ has been obtained in Algorithm 4 through the function call nonDegenerateTetrahedon, then Algorithms 3 and 4 can be broken down into four identical steps:

i) The algorithms update $P$ through multiple expansions until they find a visible facet of $P$ on the boundary of $O$. To do this, the algorithms select a visible facet $f_k$ on $P$, and expand repeatedly along the direction of its normal vector $n_k$ using the EPA. This is performed by the function reachVisibleBoundary in Algorithms 3 and 4.

ii) When $P$ contains a visible facet on the boundary of $O$, then the algorithms expand $P$ until they find two incident facets on the boundary of $O$, one visible and one not visible. By definition, the edge that these facets share is on the silhouette. This is executed by the function reachSilhouette in Algorithms 3 and 4.

iii) Once the algorithms have identified a single edge on the silhouette, they use the EPA to expand $P$ until it contains all the facets on the boundary of $O$ that are incident to the vertices.
that define the silhouette. The silhouette is completed when it forms a closed sequence of edges, and can be easily retrieved through a local search over the boundary between the facets of $\mathcal{P}$ that are visible and those that are not. This step is performed by the method \texttt{closeSilhouette} in Algorithms 8 and 4.

3.4 Performance Evaluation

This section summarizes the results for the runtime tests performed on the algorithms proposed within this chapter.

3.4.1 Proximity Queries

Figures 3.10 through 3.12 present the performance results for the nine proximity query algorithms used within this thesis to deconflict the objects in the geometric model described in Section 3.1. These nine algorithms result from the combination of the three proximity queries—collision, tolerance verification, and distance computation—with the three types of geometric pairs included in the model—a pair of polytopes, a polytope and a Bézier curve, and two Bézier curves. All the algorithms were implemented in Matlab® 2018b, and run on a portable computer equipped with 32.00 GB of RAM, an Intel(R) Core(TM) i7-7820HQ processor, and a 64-bit operating system. Matlab® is an interpreted programming platform, and thus the expected runtime is greater than that of a compiled programming language. However, relevant information can still be distilled by comparing the runtime results of the nine proximity query algorithms mentioned.

Pairs of Polytopes

Figure 3.10 shows the performance results for the different variations of the GJK algorithm designed to perform collision, tolerance verification, and distance queries for a pair of polytopes in $\mathbb{R}^3$. These algorithms will be referred to as \texttt{GJKCollision}, \texttt{GJKTolerance}, and \texttt{GJKDistance}, respectively. To evaluate the runtime of these algorithms, all queries were provided the same pairs of polytopes. These were randomly generated using the following procedure. First, the vertices of each polytope were sampled uniformly within a closed ball $\beta^2_{0,r}$ with radius $r = 10$ m. Then, each polytope

\footnote{A closed ball in $\mathbb{R}^3$ of radius $r$ centered at $c \in \mathbb{R}^3$ with norm $p$ is the set $\beta^p_{c,r} := \{ x \in \mathbb{R}^3 | \|x - c\|_p \leq r \}$.}
Figure 3.10: Performance results for proximity queries between polytopes.

was translated within a box using a translation vector that was sampled uniformly within a closed ball $\beta_{\infty}^0$, with radius $r = 25\,\text{m}$. Internal vertices were maintained and counted towards the number of vertices shown in the abscissa of Figures 3.10a through 3.10d. No boundary representation was generated for these polytopes. The safety distance was set to $d_s = 2\,\text{m}$, and the over-approximation for the accumulated round-off error was set to $\bar{\epsilon} = 10^{-6}$. These parameters were selected to ensure the numerical stability of the algorithms, and maintain the percentage of safe pairs in Figure 3.10b above 50%. Recall that a pair of objects is deemed safe in a collision query if $\hat{d} > \bar{\epsilon}$, whereas for tolerance verification queries the safe criterion is $\hat{d} > d_s + \bar{\epsilon}$.

Each data point in Figure 3.10a shows the average runtime for a batch of 10,000 pairs of random polytopes. The lower and upper dashed lines represent the 5 and 95 percentile curves, respectively. Notice the logarithmic scale of the ordinate in Figure 3.10a. It is clear that distance queries are computationally more expensive than collision or tolerance verification queries. At first glance, Figure 3.10a seems to indicate that tolerance verification queries are faster than collision queries. However, when the data is separated based on the result of the tolerance verification query, as in Figures 3.10c and 3.10d two conclusions follow. First, the average runtimes when $v_t = false$ are
larger than when \( v_t = true \), compare Figures 3.10c and 3.10d. Second, on average collision queries are faster than tolerance verification queries when \( v_t = true \), see Figure 3.10c, whereas tolerance verification queries are faster than collision queries when \( v_t = false \), as depicted in Figure 3.10d. This is a direct result of the return mechanisms detailed in Equations (3.1) and (3.2). If the deciding factor is the lower bound \( \hat{d} \) then collision queries tend to be faster. However, if the deciding factor is the upper bound \( \hat{d} \) then tolerance verification queries tend to be faster.

Both conclusions are relevant to understand and tackle the complexity of cluttered scenarios, which are widely recognized to be challenging for two main reasons. First, a larger number of obstacles in the workspace requires a greater number of proximity queries, which are the major bottleneck in existing motion-planning algorithms \[85\]. Second, narrow passages are created among the obstacles in cluttered environments. These are particularly difficult to find for existing sample-based motion-planning algorithms, due to the low probability of sampling within these regions \[86, 87\]. In addition, a greater portion of the proximity queries in a cluttered scenario is expected to classify the candidate paths generated by the motion-planning algorithm as unsafe. The results in Figure 3.10 suggest that this can lead to a further increase in the computational cost. In these scenarios, using tolerance verification queries, instead of collision queries, holds potential to reducing the overall planning times.

Polytopes and Bézier curves

Figure 3.11 shows the performance results for the proximity queries between a polytope and a Bézier curve in \( \mathbb{R}^3 \). The distance query implemented for these tests is a modification of the method proposed in \[61\] for a polytope and a Bézier curve, instead of a pair of Bézier curves, and relies on the algorithm GJKDistance. The tolerance verification query implements Algorithm 1 that uses GJKCollision, given in [55], instead of GJKTolerance. All proximity queries were provided the same pairs of polytopes and Bézier curves. These pairs were generated randomly using the following procedure. First, the vertices of the polytope and the control points of the curves were sampled uniformly within a closed ball \( \beta_6^2, r \) with radius \( r = 10 \text{ m} \). Then, each set of vertices and control points were translated within a box using a translation vector sampled uniformly within a ball \( \beta_6^\infty, r \) with radius \( r = 11 \text{ m} \). Again, the internal
vertices within the polytoped were maintained, and counted towards the number of vertices shown in Figures 3.11a through 3.11d. No boundary representation was generated for these polytopes. The safety distance was set to \( d = 2 \text{ m} \), and the over-approximation round-off error was set to \( \bar{\epsilon} = 10^{-6} \). These parameters were selected to ensure the numerical stability of the algorithms, and maintain the percentage of safe pairs in Figure 3.11b above 50%.

Each data point in Figure 3.11a shows the average runtime for a batch of 10,000 pairs of random polytopes and Bézier curves. Notice the logarithmic scale of the runtime axis in Figure 3.11a. The conclusions highlighted for the different variations of the GJK algorithm in Figure 3.10 also apply to Figure 3.11. Notice also that increasing the number of control points has a more costly effect than an increase in the number of vertices. The reason is that the de Casteljau algorithm requires \( O(n^2) \) arithmetic operations, whereas the different variants of the GJK algorithm exhibit linear-time performance in practice [58, 88].

![Figure 3.11: Performance results for proximity queries between a polytope and a Bézier curve.](image)
Pairs of Bézier curves

Figure 3.12 shows the performance results for the proximity queries between a pair of Bézier curves in \( \mathbb{R}^3 \). The distance query implemented for these tests is the algorithm proposed in [61] with a static subdivision scheme. The tolerance verification method is described in Algorithm 2, and the collision query implements a modification of Algorithm 2 that leverages GJKCollision, given in [55], instead of GJKTolerance. All proximity queries were provided the same pairs of Bézier curves. The Bézier curves were sampled randomly using the following procedure. First, the control points were sampled uniformly within a closed ball \( \beta^2_{0,r} \) with radius \( r = 10 \) m. Then, each set of control points was translated within a box using a translation vector that was sampled randomly within a closed ball \( \beta^\infty_{0,r} \) with radius \( r = 4.6 \) m. The safety distance was set to \( d_s = 2 \) m, and the over-approximation of the accumulated round-off error was set to \( \bar{\varepsilon} = 10^{-6} \). These parameters were selected to ensure the numerical stability of the algorithms, and maintain the percentage of samples in Figure 3.12b above 50%. Figure 3.12b indicates that 100% of the collision queries returned no collision. This is expected as the probability of randomly sampling two Bézier curves that satisfy \( d(p_1,d_2) < \bar{\varepsilon} \) is very low.

Each data point in Figure 3.12a shows the average runtime for a batch of 10,000 pairs of Bézier curves. The lower and upper dashed lines represent the 5 and 95 percentile curves, respectively. Notice the logarithmic scale of the ordinate in Figure 3.12a. Again, the conclusions inferred for the different variations of the GJK algorithm in Figure 3.10 also apply to Figure 3.12. Notice also that, in general, queries between polytopes are faster than for a polytope and a Bézier curve, which in turn are also faster than queries between a pair of Bézier curves. The reason behind these results is not only that de Casteljau requires \( O(n^2) \) arithmetic operations, but more importantly that queries involving Bézier curves are no longer a convex problem, and the associated algorithms require the application of branch and bound strategies, as shown in Algorithms 1 and 2.
Figure 3.12: Performance results for proximity queries between Bézier curves.
Chapter 4

Planning in Cluttered Environments

This chapter proposes the silhouette of an obstacle as an attention mechanism to increase the probability of generating paths through the narrow passages in a cluttered environment. In addition, the chapter presents a sampling-based motion-planning algorithm that utilizes silhouette information, as well as path-smoothing and temporal assignment methods to generate cooperative trajectories that satisfy the constraints specified in Chapter 2.

4.1 Silhouette as an Attention Mechanism

As discussed in Section 3.3, the silhouette captures meaningful geometric information that can be used to avoid a particular obstacle. Figure 4.1 shows a convex obstacle $O$ in cyan, and its silhouette in purple as seen from a particular point of view $p_v$. The results in Figure 4.1 can be computed using the three algorithms introduced in Section 3.3 for the three different boundary representations of a polytope described in Section 3.1.1.

![Figure 4.1: Silhouette of an obstacle $O$ as seen from point of view $p_v$.](image)
To leverage the silhouette for motion planning, an area of interest around the obstacle is defined. This area is referred to as the expanded silhouette, and is highlighted in purple in Figure 4.2. To compute this surface the vertices of the silhouette are expanded outwards. The coordinates of the inner vertices, generated through the expansion of edge $e_{i,j} = \{v_i, v_j\}$ in the silhouette, are

$$\bar{v}_{I,i} := \bar{v}_i + d_s n_{e_{i,j}}, \quad \text{and} \quad \bar{v}_{I,j} := \bar{v}_j + d_s n_{e_{i,j}},$$

whereas the coordinates of the outer vertices associated to edge $e_{i,j}$ are

$$\bar{v}_{O,i} := \bar{v}_i + d_e n_{e_{i,j}}, \quad \text{and} \quad \bar{v}_{O,j} := \bar{v}_j + d_e n_{e_{i,j}},$$

where $\bar{v}_i$ and $\bar{v}_j$ are the coordinates of vertices $v_i$ and $v_j$; $d_s$ is the safe separation distance; $d_e > d_s$ is the outer expansion distance, which is a tuning parameter; $n_{e_{i,j}}$ is a unit vector defined as

$$n_{e_{i,j}} := \frac{(\bar{v}_i - p_v) \times (\bar{v}_j - \bar{v}_i)}{\| (\bar{v}_i - p_v) \times (\bar{v}_j - \bar{v}_i) \|};$$

and the sequence of edges $e_{i,j}, e_{j,k}, \ldots, e_{\ell,i}$ that define the silhouette traverse it counterclockwise as observed from $p_v$. The idea is that the path-planning effort will focus its attention on the expanded silhouette to design paths that get around the obstacle. This concentrates the search for candidate paths near the narrow passages that exist in the surroundings of obstacles in cluttered scenarios.

![Figure 4.2: Expanded silhouette and randomly sampled points.](image)
Once the expanded silhouette is constructed, the motion-planning algorithm can sample points on this surface, as depicted in Figure 4.2. Like a human would when trying to avoid an obstacle, these points focus the attention in the vicinity of the obstacle in conflict, yet not so close as to render all candidate paths unsafe. The narrow passages that occur in the neighborhood of obstacles in cluttered environments are particularly difficult to explore for existing sampling-based motion-planning algorithms. This attention mechanism increases the probability of sampling within those narrow passages. Unlike existing sample-based methods [15, 10, 41, 42], points sampled using the silhouette inherently incorporate additional information obtained from the analysis of the local geometry of the obstacle.

Finally, to build a set of paths around the obstacle, we define a goal point \( p_{\text{end}} \), depicted by a green marker in Figure 4.3. The design of a silhouette-informed path around this obstacle is divided into two steps:

i) A first path segment from \( p_v \) to each of the sampled points \( p_{\text{rand}} \) on the expanded silhouette is sketched. Note that the expanded silhouette is within line of sight of \( p_v \). Therefore, it should be relatively simple to design a path that maintains safe separation with the obstacle.

ii) A second path segment from each \( p_{\text{rand}} \) to \( p_{\text{end}} \) is designed. However, \( p_{\text{end}} \) may not be within line of sight of each \( p_{\text{rand}} \). If the second path segment does not keep a safe separation with the obstacle, one can recompute the silhouette using \( p_{\text{rand}} \) as the new point of view.

![3D view 1](image1.png) ![3D view 2](image2.png)
(a) 3D view 1 (b) 3D view 2

Figure 4.3: Safe paths generated around an obstacle using silhouette information.
Thus, adding additional path segments as needed until a safe path that ends in $p_{end}$ is generated. Figure 4.3 only shows paths that were designed in a single iteration, without recomputing the silhouette.

Algorithm 1 in Appendix A is used to discard unsafe path segments, ensuring that all curves in Figure 4.3 maintain a safe separation with the obstacle. However, computing a path around a single obstacle is much simpler than through a cluttered environment. The next section proposes an algorithm that leverages the idea presented here to generate paths through complex scenarios.

4.2 Path Planning

The path-planning method is composed of a silhouette-informed sample-based motion-planning algorithm and a path-smoothing algorithm. The motion-planning algorithm produces a set of line segments that connect the initial position of each vehicle with their goal position. Then, the path-smoothing algorithm uses this sequence of line segments to produce a set of $G^2$ continuous Bézier curves that meet the specifications in Definition 4, Chapter 2. The sample-based motion-planning algorithm could have been designed to explore the workspace using $G^2$ continuous Bézier curves straightaway. However, this was decided against based on the runtime performance results presented in Section 3.4. Recall that proximity queries between a pair of polytopes, such as a line segment and an obstacle, are less computationally expensive than between a polytope and a Bézier curve. In the path-planning phase all vehicles compute their paths independently of their cooperating peers. Once their paths have been computed, they share this information with the cooperating UASs to design speed profiles that guarantee safe separation among the cooperating agents, thus extending the idea of decoupling space and time in [31] to the trajectory generation phase.

4.2.1 Silhouette-Informed Trees (SIT)

Algorithm 5 in Appendix A contains the pseudo-code of the proposed silhouette-informed sample-based motion-planning method. Note that Algorithm 5 is similar to RRT* described in [10]. Indeed, lines 13 through 34 are identical to the corresponding lines in [10]. Like RRT*, Algorithm 5 builds a tree $T = (V, E)$, where its vertices $V$ and edges $E$ maintain a safe separation with all obstacles in the
workspace. The algorithm differs from RRT* in that it uses silhouette information to sample around an obstacle when a candidate branch fails a tolerance verification test, see Figure 4.4. Note also that in Figure 4.4 collision queries have been replaced by tolerance verification queries to consider the uncertainty in the geometric model described in Section 3.1 as well as the dimensions of the vehicle frames in this TBO framework. Henceforth, Algorithm 5 is referred to as the Silhouette-Informed Trees (SIT). To provide a coherent structure, the analysis of SIT has been divided into four subsections: sampling logic, tolerance verification, connections along a minimum-cost path, and tree rewiring.

![Diagram](a) RRT* ![Diagram](b) SIT

Figure 4.4: Comparison of the schematics of RRT* and SIT.

**Sampling logic**

The first difference between Algorithm 5 and RRT* is the definition of a sampling-mode flag $s_m$ in line 3. This flag determines the sampling approach that will be used in each iteration of SIT:

i) If $s_m = true$, then a batch of samples is picked from the expanded silhouette of an obstacle that violated safe separation constrains with the previous candidate branch.
ii) If \( s_m = false \), then SIT samples the configuration space as RRT* would. The function sample in line 9 may also contain some of the sample-biasing methods proposed in [89, 13], as well as other heuristics with the potential to reduce the number of samples required to reach \( p_{goal} \).

In this thesis, the sampling was biased towards \( p_{goal} \), as suggested in [90, 13], to steer the tree in that direction.

Note that only lines 35 and 37 in Algorithm 5 modify the value of the sampling-mode flag. This is designed to ensure that the algorithm does not focus all the attention on a cul-de-sac. It also intends to balance the narrow passage search—provided by the silhouette—with the exploration of the configuration space that RRT* performs. Additional fields can be included in the tree nodes \( V \) to limit the number of times a node is used as the point of view to compute the silhouette. Lines 11 and 12 contain the steps that let RRT* build the tree incrementally. The function nearest returns the node in \( T \) that is closest to \( p_{rand} \), while steer(\( x, y \)) returns the point

\[
p_{new} = \begin{cases} 
  y, & \text{if } \|x - y\| \leq \eta \\
  \text{argmin}_{z \in \mathcal{B}_{x,\eta}^2} \|z - y\|, & \text{otherwise}
\end{cases}
\]

where \( \mathcal{B}_{x,\eta}^2 \) is a ball centered at \( x \) of radius \( \eta \) defined using the 2-norm, and \( \eta \) is the steering distance, which is a tuning parameter.

**Tolerance verification**

Once a candidate branch \( \{p_{nearest}, p_{new}\} \) has been generated, the function toleranceVerification evaluates whether the candidate branch lies in \( \mathcal{X}_{s_o,i} \), where \( i \) denotes the index of the vehicle for which the path is being generated. It loops through the different obstacles in the workspace and utilizes the modification of the GJK algorithm for tolerance verification, GJKTolerance in Section 3.2. If the function detects a conflict, it returns \( v_t = false \), and a pointer to the corresponding obstacle \( id_c \). If \( \{p_{nearest}, p_{new}\} \in \mathcal{X}_{s_o,i} \), then toleranceVerification returns \( v_t = true \), and \( id_c = nil \).

**Connections along a minimum-cost path**

As described in [10], the construction of the tree considers possible connections with all the neighboring vertices \( \mathcal{P}_{near} \) within a ball of radius \( r \) centered around \( p_{new} \). The value of \( r \) is computed
at each iteration through the function radius that implements the following expression:

\[ r = \min \left\{ \gamma_{\text{RRT}^*} \left( \frac{\log(\text{card}(V))}{\text{card}(V)} \right)^{\frac{1}{2}}, \eta \right\}, \]

where \( \gamma_{\text{RRT}^*} \) is a tuning parameter, and \( d = 3 \) is the dimension of the configuration space. The vertex with the smallest cost \( p_{\text{min}} \) is initialized with the nearest vertex \( p_{\text{nearest}} \) in line 18, where the function cost returns the cost associated with the input vertex, and the function costLine returns the cost associated with the line segments that connects the input vertices. Notice that only the edge in \( \mathcal{X}_{s_0,i} \) with the minimum cost is added to the tree in lines 19 through 25. The cost function used in this thesis is the arclength.

**Tree rewiring**

Finally, if one can create an edge from \( p_{\text{new}} \) to some \( p_{\text{near}} \in P_{\text{near}} \) with a lower cost than the original path to \( p_{\text{near}} \), then \( p_{\text{near}} \) is disconnected from its parent node and replaced by the new edge \{\( p_{\text{new}}, p_{\text{near}} \}\}. To this end, the function parent in line 31 extracts the original parent node of \( p_{\text{near}} \). This step is necessary to ensure asymptotic convergence to the optimal solution.

When a solution is found, SIT returns an ordered set of \( m_i \) points \( P_i := \{p_{1,i}, \ldots, p_{m_i,i}\} \) that connect the initial and goal points, with \( p_{1,i} = p_{\text{dinit},i}, \ p_{m_i,i} = p_{\text{dend},i}, \) and \( i \in \mathcal{I}. \) The line segments defined by consecutive points in \( P_i \) maintain safe separation constraints with all the obstacles in the workspace. Figure 4.5 shows the set of ordered points \( P_i \) for a group of eight agents that are tasked to fly through an urban-like environment. This particular cluttered scenario contains a variety of polyhedral obstacles such as prisms, arches, tree-like objects, icosahedrons, as well as line segments that simulate cables. The fleet is asked to fly from the periphery of the environment to the central plaza. For this example, the tuning parameters within SIT are set to

\[ \eta = 1.00 \, \text{m}, \quad n_{\text{sil}} = 25, \quad n_{\text{max}} = 5500, \quad \gamma_{\text{RRT}^*} = 1.5, \quad d_s = 1.00 \, \text{m}, \quad d_e = 1.50 \, \text{m}, \]

and the cost function selected is the arclength. The following section explores how to process and smooth this solution.
4.2.2 Path Smoothing

As illustrated in Figure 4.5, in cluttered scenarios sampling-based methods are often given a computational budget that is insufficient to make the solution converge near the optimal. In this case, the solution provided can be post-processed to improve its quality and cost based on some knowledge of the system. In this thesis, the proposed path-smoothing algorithm is divided into two steps:

i) An edge-reduction technique is implemented with two objectives. First, reduce the arclength of the solution proposed by SIT, if possible. Second, reduce the number of line segments that safely connect the initial and end points assigned to the $i$th UAS. For brevity, we drop the subscript $i$ from the ordered set $\mathcal{P}_i$ and all the points within, and refer to the set and points returned by SIT as $\mathcal{P} := \{p_1, \ldots, p_m\}$. Define now the variables $\omega_{j,k}$ associated with points $p_j$ and $p_k$ with $j \in \{1, \ldots, m-1\}$ and $k \in \{j+1, \ldots, m\}$, as well as the arclength of the associated line segment $\ell_{j,k} := \|p_k - p_j\|$. Then, define $\mathcal{K}_\ell$ as the set of indices $k > \ell$ that satisfy $\{p_\ell, p_k\} \in \mathcal{X}_s,i$ for some $\ell < m$, where $\{p_\ell, p_k\}$ represents the line segment with endpoints $p_\ell$ and $p_k$. Similarly, define $\mathcal{J}_\ell$ as the set of indices $j < \ell$ that satisfy $\{p_j, p_\ell\} \in \mathcal{X}_s,i$ for some $\ell > 1$. Then, the edge-reduction problem can be formulated as a

\[\text{minimize } \sum_{\ell=1}^{m-1} \omega_{\ell,\ell+1} \quad \text{subject to } \ell_{\ell,\ell+1} \leq \omega_{\ell,\ell+1} \quad \text{and } \ell_{\ell,\ell+1} \leq \omega_{\ell,\ell+1} \quad \forall \ell \in \mathcal{K}_\ell \cap \mathcal{J}_\ell.\]

\[\text{subject to } \ell_{\ell,\ell+1} \leq \omega_{\ell,\ell+1} \quad \text{and } \ell_{\ell,\ell+1} \leq \omega_{\ell,\ell+1} \quad \forall \ell \in \mathcal{K}_\ell \cap \mathcal{J}_\ell.\]

Later, this step will lower the computational burden of the algorithm that the cooperating fleet uses to design their speed profiles.
mixed integer linear programming problem with cost function

$$\min \sum_{j=1}^{m-1} \sum_{k \in K_j} \omega_{j,k} \ell_{j,k},$$

subject to linear constraints

$$\sum_{k \in K_1} \omega_{1,k} = 1,$$

$$\sum_{j \in J_m} \omega_{j,m} = 1,$$

$$\sum_{j \in J_\ell} \omega_{j,\ell} - \sum_{k \in K_\ell} \omega_{\ell,k} = 0, \quad \forall \ell \in \{2, \ldots, m-1\},$$

and integer constraints $\omega_{j,k} \in \{0, 1\}$. Fortunately, the constraint matrix of the linear portion of this problem is totally unimodular [91]. Consequently, the integer constraints can be dropped, and the problem above can be solved as a linear programming problem. This returns the reduced ordered set $P_{r,i} := \{p_{1,i}, \ldots, p_{p_i,i}\}$ where $p_i \leq m_i$ is the total number of points, $P_{1,i} = P_{d,\text{init},i}$, $P_{p_i,i} = P_{d,\text{end},i}$, and the total arclength associated with $P_{r,i}$ is smaller or equal than that of $P_i$, with $i \in I$. Additional post-processing methods could be applied to control other characteristics of these points, such as height, while maintaining a safe separation with all the obstacles.

Figure 4.6 illustrates the results of the edge-reduction algorithm when applied to the urban-like environment introduced in Figure 4.5. As expected, the number of points that connect the initial and goal points for each UAS has decreased significantly, and the set $P_{r,i}$ defines a shorter path than the set $P_i$ for all $i \in I$.

ii) An extension of an efficient cornering motion algorithm [92, 93], originally designed for Computerized Numerical Control (CNC) machines, is used in this thesis to smooth the path defined by $P_{r,i}$ for all the UASs in the fleet. The result, is a sequence of $G^2$ continuous Pythagorean-Hodograph (PH) Bézier curves. The hodograph of a curve $p_d(\zeta)$ is defined as its parametric derivative $p_d'(\zeta)$. Hence, a spatial PH Bézier curve of degree $n$ defines a map
Figure 4.6: Ordered set of points \( P_{r,i} \) returned by the edge-reduction method for each UAS.

\[
p_d(\zeta) : [0, 1] \rightarrow \mathbb{R}^3, \text{ whose hodograph satisfies the Pythagorean condition}
\]

\[
\frac{d p_d^T(\zeta)}{d \zeta} \frac{d p_d(\zeta)}{d \zeta} = \sigma^2(\zeta),
\]

where \( \sigma(\zeta) : [0, 1] \rightarrow \mathbb{R} \) is the parametric speed of \( p_d(\zeta) \), and can be expressed in a Bernstein basis of degree \( n - 1 \) with control points \( \bar{\sigma}_k \)

\[
\sigma(\zeta) = \sum_{k=0}^{n-1} \bar{\sigma}_k b_{n-1}^k(\zeta).
\]

The integration of the parametric speed yields the arc length

\[
\ell_d(\zeta) = \int_0^\zeta \sigma(\epsilon) \, d\epsilon = \sum_{k=0}^{n} \tilde{\ell}_{d,k} b_{n}^k(\zeta),
\]

where \( \tilde{\ell}_{d,0} = 0 \) and \( \tilde{\ell}_{d,k} = \frac{1}{n} \sum_{j=0}^{k-1} \bar{\sigma}_j \). Thus, the total length of a PH Bézier curve is

\[
L = \frac{1}{n} \sum_{k=0}^{n-1} \bar{\sigma}_k. \tag{4.1}
\]

PH Bézier curves were chosen as the solution for the smoothing method for three main reasons.
First, as highlighted in Equation 4.1, their arclength has a closed-form expression. Since the arclength is the cost function considered to optimize path smoothing, PH Bézier curves avoid approximate numerical integration, decreasing the computational load and increasing the accuracy of the arclength computations. Second, curve framing is used to define the long-track and cross-track path-following errors, which are used by the underlying speed-tracking algorithms in the UASs. PH Bézier curves yield exact rotation-minimizing frames that can be obtained through the integration of a rational function, and hence facilitate the computation of the different components of the path-following error. Last, PH Bézier curves yield a polynomial expression for the left-hand side in Equation 2.1, which simplifies, to some extent, the reparameterization of the path as a function of the time $t_d$.

Figure 4.7: $\mathcal{G}^2$ continuous piecewise Bézier curves $p_{d,i}(\zeta_i)$ returned by the smoothing method.

Figure 4.7 shows the paths assigned to the cooperating fleet tasked to fly through the urban-like environment. Notice that the curves are smooth, and maintain a safe separation with all the obstacles in the environment. To this end, the method uses the tolerance verification algorithm proposed in Section 3.2.1. The result in Figure 4.7 often alternates PH Bézier curves of degree 7 and degree 1—line segments—to smooth $P_{r,i}$. This occurs when the algorithm identifies that placing a line segment between two Bézier curves of degree 7 yields a shorter path.
path. At the contact points, these curves have the same tangent direction, zero curvature, and satisfy the additional geometric continuity constraints derived in Section 2.2.1.

4.3 Speed Assignment

Once vehicles have computed their piecewise-defined spatial paths $p_{d,i}(\zeta_i)$, agents share their geometric description with their cooperating peers. The fleet uses this information to compute speed profiles that guarantee safe separation among all agents. To solve the speed-assignment problem, this thesis uses a modification of RRT to generate a tree $T_v = (V_v, E_v)$ with vertices $V_v$ and edges $E_v$. Each node contains $n$ speed profiles, one for each vehicle participating in the cooperative effort. To this end, the algorithm samples in the space of polynomial functions of degree 4 to design the speed profile $v'_{d,i}(t_d)$ associated with $j$th path segment $p_{d,i}^j(\zeta_i^j)$ of the $i$th vehicle that meets the dynamic constraints in Equation (2.7). To check that the speed profile meets the desired dynamic constraints, the algorithm leverages the properties of Bézier curves introduced in Section 3.1.2. The speed profiles associated with the first and last path segments of each UAS are designed to meet the boundary constraints in Equation (2.3), whereas intermediate speed profiles are designed to meet the $C^2$ continuity constraints in Equation (2.4). In addition, the reparameterization of the path as a function of time in Equation (2.1) defines a surface with two independent variables $\zeta_i^j$ and $t_d$ for each path segment. The intersection with the zero plane renders the relationship between the $\zeta_i^j$ and $t_d$. This is solved using polynomial approximation methods [78], and yields an estimate of the evolution of the curve parameter $\hat{\zeta}_i^j$ as a function of the time $t_d$. The approximation method stops when the difference between the actual and the estimated arclength across the entire path segment is below a predefined threshold $\delta_\ell$, that is

$$\int_{\tau_{d_{\text{init}},i}}^{t_d} v_{d,i}^j(\tau) \, d\tau - \ell_{d,i}^j(\hat{\zeta}_i^j(t_d)) \leq \delta_\ell.$$ 

This is used to ensure safe separation constraints among all the trajectory segments in a node, as well as with all the trajectory segments in parent nodes.

---

RRT is not asymptotically optimal, and hence this step does not contemplate a cost function. However, reducing flight time is often a desired mission objective. As a result, the proposed method sometimes yields long mission times, and should be modified in future work. Suitable extensions of RRT* or RRT*-Connect [96] could be useful for this purpose.
The current formulation and implementation of the speed-assignment algorithm is centralized. Again, the tolerance verification queries developed in Section 3.2.1 are used to discard candidate branches that do not meet the condition in Equation (4.2). This step also relies on temporal logic to avoid applying proximity queries on trajectory segments that do not overlap in time. Similarly, the algorithm also analyzes which path segments are separated in space, to avoid checking whether they are separated in time and reduce the computational load of the algorithm.

Figure 4.8 shows the speed profile designed by the speed-assignment algorithm for the urban-like environment introduced in Figure 4.5. Here, the speed and acceleration limits are set to

\[ v_{\text{d}_{\text{min}},i} = 0.00 \text{ m/s}, \quad v_{\text{d}_{\text{max}},i} = 1.00 \text{ m/s}, \quad a_{\text{d}_{\text{min}},i} = -2.00 \text{ m/s}^2, \quad a_{\text{d}_{\text{max}},i} = 2.00 \text{ m/s}^2, \]

for all \( i \in \mathcal{I} \). The safe separation distance among vehicles is set to \( d_s = 0.50 \text{ m} \) for all pairs of vehicles. The initial and final conditions are designed for a smooth departure and arrival

\[ v_{\text{d}_{\text{init}},i} = 0.00 \text{ m/s}, \quad v_{\text{d}_{\text{end}},i} = 0.00 \text{ m/s}, \quad a_{\text{d}_{\text{init}},i} = 0.00 \text{ m/s}^2, \quad a_{\text{d}_{\text{end}},i} = 0.00 \text{ m/s}^2, \]

for all \( i \in \mathcal{I} \). The starting mission time is \( t_{\text{d}_{\text{init}},i} = 0.00 \text{ s} \) for all \( i \in \mathcal{I} \), whereas the arrival time to the center plaza for each agent is decided by the speed-assignment algorithm. Figure 4.9 illustrates the planned distance among the centers of mass of the cooperating vehicles. Note that the distance is greater than \( d_s \) at all times, which is highlighted by a red dashed line.

Figure 4.8: Speed profiles.
Figure 4.9: Planned distance among vehicles.
Chapter 5

Tight Coordination Protocols

This chapter proposes a distributed time-critical control law for tight coordination under a variety of temporal constraints. Steady-state and transient performance guarantees are derived assuming perfect virtual-target-tracking capabilities. These results are theoretical, and will be leveraged in Chapter 6 to infer performance guarantees for a fleet of heterogeneous vehicles with realistic speed-tracking controllers. To illustrate and corroborate the performance of these protocols under ideal target-tracking conditions, simulation results for a group of eight cooperating peers are provided for unenforced, relaxed, and strict temporal specifications.

5.1 Distributed Coordination Control Law

To solve the multi-objective problem for tight coordination defined in Equation (2.15), the following distributed protocol is proposed for the link peers:

\[ u_{c,i}(t) = -k_P \sum_{j \in N_i} (\xi_i(t) - \xi_j(t)) - k_R \omega_{R_i} (\xi_i(t) - \xi_R(t)) + \dot{\xi}_R, \quad i \in I_L, \quad (5.1) \]

while the control law for the end peers is

\[ u_{c,i}(t) = -k_P \sum_{j \in N_i} (\xi_i(t) - \xi_j(t)) + \chi_i(t), \quad i \in I_E, \]

\[ \dot{\chi}_i(t) = -k_I \sum_{j \in N_i} (\xi_i(t) - \xi_j(t)), \quad \chi_i(0) = \chi_{i0}, \quad i \in I_E, \quad (5.2) \]

where \( k_R \), \( k_P \), and \( k_I \) are control gains, \( \omega_{R_i} \) is a link weight that implements the different types of temporal constraints, and \( \chi_i(t) \) is an integral state responsible for learning the mission rate \( \dot{\xi}_R \).

As shown in Table 5.1 for unenforced or strict temporal constraints \( \omega_{R_i} \) are identically equal to 0
Table 5.1: Link-weight logic under different types of temporal constraints.

<table>
<thead>
<tr>
<th>Unenforced</th>
<th>Relaxed</th>
<th>Strict</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{R_i}(t) \equiv 0$</td>
<td>$\omega_{R_i}(t) = \begin{cases} 1, &amp; \text{if }</td>
<td>\xi_i(t) - \xi_n(t)</td>
</tr>
</tbody>
</table>

or 1, respectively, thus permanently “ignoring” or “listening” to the information provided by the reference agent. However, for relaxed temporal constrains Table 5.1 defines a state-dependent switching logic that selectively “listens” to the reference agent. In this context, $t^i_s$ denotes the last time the $i$th link peer switched the value of $\omega_{R_i}$, and $\omega_{R_i}(t^i_s)$ is the limit from the right at $t^i_s$, as shown in Figure 5.1. To avoid Zeno behavior, changes in the link-weight values are subject to slow switching constraints, where dwell times $\tau_{R_0}$ and $\tau_{R_1}$ define the minimum times $\omega_{R_i}$ will be set to 0 or 1, respectively.

For brevity, the control law in (5.1) and (5.2) can be rewritten in matrix form as

$$u_c(t) = -k_p L(t) \xi(t) - k_R \Omega(t) (\xi(t) - \xi_n(t) 1_n) + \begin{bmatrix} \rho_{1n} \\ \chi(t) \end{bmatrix}, \tag{5.3}$$

$$\dot{\chi}(t) = -k_I C_e^\top L(t) \xi(t),$$

where $u_c(t)$, $\xi(t)$, $\chi(t)$, and matrices $\Omega(t)$, and $C_e$ are

$$u_c(t) := [u_{c,1}(t), u_{c,2}(t), \ldots, u_{c,n}(t)]^\top \in \mathbb{R}^n,$$

$$\xi(t) := [\xi_1(t), \xi_2(t), \ldots, \xi_n(t)]^\top \in \mathbb{R}^n,$$

$$\chi(t) := [\chi_{n+1}(t), \chi_{n+2}(t), \ldots, \chi_n(t)]^\top \in \mathbb{R}^{n-n_\ell},$$

$$\Omega(t) := \text{diag}(\omega_{R_1}(t), \omega_{R_2}(t), \ldots, \omega_{R_{n_\ell}}(t), 0) \in \mathbb{R}^{n \times n},$$

$$C_e := [0 \ I_{n-n_\ell}]^\top \in \mathbb{R}^{n \times n-n_\ell}.$$
Since the link-weight logic is embedded in $\Omega(t)$, the expression in (5.3) simultaneously encompasses the protocol for the three types of temporal constraints detailed in Table 5.1. In addition, to help interpret $C_e$, note that the product $C_e^T \xi(t)$ returns the coordination states of the end peers.

5.2 Coordination Dynamics

The single integrator dynamics in Equation (2.12) and the control law in (5.3) yield the following closed-loop collective dynamics:

\[
\begin{align*}
\dot{\xi}(t) &= -k_p \mathbf{L}(t) \xi(t) - k_R \Omega(t) (\xi(t) - \xi_R(t) \mathbf{1}_n) + \begin{bmatrix} \rho_{1n} \\ \chi(t) \end{bmatrix} + u_{\tau_e}(t), \\
\dot{\chi}(t) &= -k_I C_e^T \mathbf{L}(t) \xi(t),
\end{align*}
\]

where the collective target-tracking error feedback $u_{\tau_e}(t)$ is defined as follows:

\[
u_{\tau_e}(t) := [u_{\tau_e,1}, \ldots, u_{\tau_e,n}] \in \mathbb{R}^n.
\]

Then, to analyze the convergence properties of the collective system dynamics, one can reformulate the dynamics in Equation (5.4) into a stabilization problem. To this end, define the collective error state $\zeta(t) := [\zeta_t(t), \zeta_c^T(t), \zeta_r^T(t)]^T$, where the collective temporal, coordination, and rate errors are

\[
\begin{align*}
\zeta_t(t) &:= \xi_R(t) - \frac{1}{n} \mathbf{1}_n^T \xi(t) \in \mathbb{R}, \\
\zeta_c(t) &:= Q \xi(t) \in \mathbb{R}^{n-1}, \\
\zeta_r(t) &:= \chi(t) - \dot{\xi}_R \mathbf{1}_{n-\ell} \in \mathbb{R}^{n-n\ell},
\end{align*}
\]

respectively. Note that the collective error state is defined such that

$\zeta(t) = 0 \iff \xi(t) = \xi_R(t) \mathbf{1}_n \land \dot{\xi}(t) = \dot{\xi}_R \mathbf{1}_n$.

Then, the resulting collective error dynamics are

\[
\dot{\zeta}(t) = A(t) \zeta(t) + B u_{\tau_e}(t), \quad \zeta(0) = \zeta_0,
\]

72
\[ A(t) := \begin{bmatrix} -\frac{k_R}{n} \tilde{\omega}(t) & \frac{k_R}{n} \omega^\top(t) Q^\top & -\frac{1}{n} 1_{n-n_\ell}^\top \\ k_R Q \omega(t) & -k_p \hat{L}(t) & Q \hat{C}_e \\ 0 & -k_1 C_e^\top \Pi L(t) Q^\top & 0 \end{bmatrix}, \quad B := \begin{bmatrix} -\frac{1}{n} 1_n^\top \\ Q \\ 0 \end{bmatrix}, \] (5.7b)

where \( A(t) \in \mathbb{R}^{(2n-n_\ell) \times (2n-n_\ell)} \), \( B \in \mathbb{R}^{(2n-n_\ell) \times n} \), and \( \tilde{\omega}(t), \omega(t), \hat{L}(t), \) and \( \Pi \) are given by

\[
\begin{align*}
\tilde{\omega}(t) &:= \sum_{i=1}^{n_\ell} \omega_{R_i}(t), \\
\omega(t) &:= [\omega_{R_1}(t), \omega_{R_2}(t), \ldots, \omega_{R_{n_\ell}}(t), 0^\top]^\top \in \mathbb{R}^n, \\
\hat{L}(t) &:= Q \left( L(t) + \frac{k_R}{k_p} \Omega(t) \right) Q^\top, \\
\Pi &:= Q^\top Q = I_n - \frac{1}{n} 1_n 1_n^\top.
\end{align*}
\] (5.8)

The derivation of (5.7b) relies on the symmetry\(^1\) of the Laplacian matrix, and uses properties \( Q1_n = 0, QQ^\top = I_{n-1}, L(t) \Pi = \Pi L(t) = L(t), \) and \( 1_n^\top L(t) = L(t) 1_n = 0. \) For further details see Appendix B.1. The following sections investigate whether the system dynamics in (5.7) meet the control objectives specified in Equation (2.15).

### 5.3 Stability with Ideal Target Tracking

For simplicity, all stability analyses within this section assume perfect target-tracking capabilities. Consequently, the individual position errors for all coordinating agents are \( e_{p,i}(t) \equiv 0, \) and the collective long-track target-tracking error feedback in Equation (5.7) is \( u_{T}(t) \equiv 0. \) The following subsections address unenforced, relaxed, and strict temporal constraints with tight coordination.

#### 5.3.1 Unenforced Temporal Constraints

The link-weight logic in Table 5.1 for unenforced temporal specifications \( (\omega_{R_i}(t) \equiv 0) \) decouples the collective coordination and rate errors \( \zeta_u(t) := [\zeta_c^\top(t), \zeta_r^\top(t)]^\top \) from the collective temporal

---

\(^1\)The Laplacian of an undirected graph is symmetric. Hence, this step leverages Assumption 4 in Chapter 2.
error $\zeta_t(t)$ in Equation (5.7), which leads to the following set of dynamics:

$$
\dot{\zeta}_t(t) = A_t \zeta_u(t), \quad \zeta_t(0) = \zeta_{t_0}, \quad (5.9a)
$$

$$
\dot{\zeta}_u(t) = A_u(t) \zeta_u(t), \quad \zeta_u(0) = \zeta_{u_0}, \quad (5.9b)
$$

where $A_t$ and $A_u(t)$ are

$$
A_t := \left[ 0^\top - \frac{1-n}{n} \right], \quad A_u(t) := \left[ -k_p L(t) \quad QC_e \right]
\begin{bmatrix}
-k_P \bar{L}(t) & \Pi \bar{L}(t) Q^\top \\
0 & 0
\end{bmatrix}, \quad (5.9c)
$$

and $\bar{L}(t) := Q L(t) Q^\top$. The following theorem leverages algebraic graph and Lyapunov stability theory to prove that (5.9a) is Uniformly Bounded (UB), and the origin of the system dynamics in (5.9b) is Globally Uniformly Exponentially Stable (GUES). This result is an extension of Theorem 6 in [26], and is necessary to draw conclusions for relaxed temporal constraints.

**Theorem 1** Assume ideal target-tracking capabilities $u_{\tau_r}(t) \equiv 0$, and the information flow $\mathcal{G}(t)$ satisfies Assumptions 3 through 6. Then, there exist known control gains $k_p$ and $k_I$ such that

$$
|\xi_i(t) - \xi_R(t)| \leq \kappa_{t,u_1} \|\zeta_{u_0}\| e^{-\lambda u t} + \kappa_{t,u_2} \|\zeta_{u_0}\| + |\zeta_{t_0}|, \quad (5.10a)
$$

$$
|\xi_i(t) - \xi_j(t)| \leq \kappa_{c,u} \|\zeta_{u_0}\| e^{-\lambda u t}, \quad (5.10b)
$$

$$
|\xi_i(t) - \rho| \leq \kappa_{r,u} \|\zeta_{u_0}\| e^{-\lambda u t}, \quad (5.10c)
$$

for all $t \geq 0$, and all $i, j \in I$, where $\kappa_{t,u_1}$, $\kappa_{t,u_2}$, $\kappa_{c,u}$, $\kappa_{r,u}$ are known constants, and $\lambda_u$ is the guaranteed rate of convergence of the coordination and rate errors

$$
\lambda_u := \frac{k_p n \mu}{(1 + k_p n T)^2} \left( 1 + \eta_{I,u} \frac{n}{n_I} \right)^{-1},
$$

with design parameter $\eta_{I,u} \geq 2$.

**Proof.** The proof and expressions for $\kappa_{t,u_1}$, $\kappa_{t,u_2}$, $\kappa_{c,u}$, $\kappa_{r,u}$ are given in Appendix C.2. This proof is constructive and provides explicit bounds for the control gains $k_p$ and $k_I$. \[\square\]
Remark 2 Equation (5.10a) shows that $|\xi_i(t) - \xi_R(t)|$ is UB. However, this bound can grow arbitrarily large as the initial errors $\zeta_{u0}$ and $\zeta_{t0}$ increase. As expected, this eliminates the possibility of controlling the temporal error through this coordination strategy.

Remark 3 The choice of control gains specified in the proof of Theorem 1

$$k_P > 0, \quad \frac{k_I}{k_P} = \eta_{I,u} \frac{n}{n_T} \lambda_u$$

can be used to determine that the maximum guaranteed rate of convergence

$$\lambda_u^* := \frac{1}{4T} \left( 1 + \eta_{I,u} \frac{n}{n_T} \right)^{-1}$$

is achieved when $k_P = \frac{1}{nT}$. Notice that $\lambda_u^*$ scales well with the number of agents, as long as the ratio of link to end peers is maintained. However, this choice of $k_P$ requires knowing the number of peers. Thus, if agents were to join and leave the cooperative effort inadvertently, then the guaranteed rate of convergence would deviate from the maximum.

The following section addresses the stability of the system when a specific bound on $|\xi_i(t) - \xi_R(t)|$ must be imposed.

5.3.2 Relaxed Temporal Constraints

To analyze the system under relaxed temporal constraints, the dynamics in Equation (5.7) are separated into two modes, depicted in Figure 5.2. Mode $\bigcirc$ encompasses all cases where at least one link peer has an active link weight $\omega_{R_i}(t) = 1$, whereas in mode $\emptyset$ all link weights are 0. As a result, the dynamics in (5.7) can be rewritten as a system that alternates between modes $\emptyset$ and $\bigcirc$, with switching signal $\gamma(t) : [0, \infty) \mapsto S$, a piecewise constant function with a finite number of discontinuities on every bounded time interval, and $S := \{\emptyset, \bigcirc\}$

$$\dot{\zeta}(t) = A_\gamma(t)\zeta(t), \quad \zeta(0) = \zeta_0, \quad \gamma \in S,$$  \hfill (5.11)
The discontinuities in $\gamma(t)$ occur at the switching times $t_m$, with $m \in \{0, 1, \ldots, n_s\}$, and $n_s \in \mathbb{N}$ being the total number of switches.

Figure 5.2: Modes under relaxed temporal constraints.

Note that in mode $\emptyset$ the coordination dynamics are the same as for unenforced temporal constraints, since all peers intentionally ignore the reference information. The notation chosen alludes to the fact that mode $\bigcirc$ encompasses a multitude of cases, whereas in mode $\emptyset$ the set of link peers that listens to the reference is empty. In addition, since $\omega_{R_i}$ is independent of the weight values of other peers, the switching behavior between modes $\bigcirc$ and $\emptyset$ can only be partially controlled as follows:

i) if a link peer maintains $\omega_{R_i}(t) = 1$ for $\tau_{R_i}$ seconds, then the system stays in mode $\bigcirc$ for at least that time;

ii) however, if an agent keeps $\omega_{R_i}(t) = 0$ for $\tau_{R_0}$ seconds, the system may not remain or even be in mode $\emptyset$, since other peers may set their weights to 1 at any time.

Thus, only a dwell time from mode $\bigcirc$ to mode $\emptyset$ can be enforced, but not in the opposite direction. While this may complicate the analysis, the advantage of defining a switching logic where $\omega_{R_i}(t)$ is independent of other link weights is that link peers need not exchange additional information over the network. Next, without loss of generality, assume $\gamma(t_0) = \emptyset$, as depicted in Figure 5.3.
As a result, all odd \( m \) define a time \( t_m \) where the system switches from mode \( \bigcirc \) to mode \( \bigcirc \), whereas even \( m \) correspond to a switch in the opposite direction, see Figure 5.3. Then, expressing \( m \) in terms of \( k \), the number of \( \bigcirc \) cycles completed, the logic in Table 5.1 for relaxed temporal constraints can only enforce the following slow switching constraints:

\[
\begin{align*}
  t_{2k} - t_{2k-1} &> \tau_{R_1}, \\
t_{2k-1} - t_{2k-2} &\geq 0,
\end{align*}
\]

with \( k \in \{1, \ldots, \left\lfloor \frac{n_s}{2} \right\rfloor \}. \tag{5.12}

Notice that the dwell time \( \tau_{R_0} \), introduced in Table 5.1, does not appear in Equation (5.12). Moreover, \( \tau_{R_0} \) forces agents to ignore the reference information for some time while \( |\xi_i(t) - \xi_R(t)| > \Delta_t(t) \).

This delays the convergence of \( |\xi_i(t) - \xi_R(t)| \) to the desired temporal window. For these reasons, hereafter \( \tau_{R_0} = 0 \). Figure 5.3 serves as an aid to understand Equation (5.12), and shows a Gantt chart with the temporal evolution of the link weights for a fleet with 3 link peers. The identification numbers of these agents are shown in the ordinate, whereas the abscissa represents time. The horizontal bars are highlighted in blue if \( \omega_{Ri}(t) = 0 \), and are colored red if \( \omega_{Ri}(t) = 1 \). Transitions from mode \( \bigcirc \) to mode \( \bigcirc \), and vice versa, are marked by vertical lines. The vertical zigzag pattern denotes that a period of time is not represented in the chart.

Figure 5.3: Example of the temporal evolution of three link weights.

The following lemma combines algebraic graph and Lyapunov theory to analyze the system dynamics in mode \( \bigcirc \), and concludes that the origin of (5.11) is GUES when \( \tilde{\omega}(t) \geq 1 \).
Lemma 2 Assume ideal target-tracking capabilities \( \mathbf{u}_{\tau_i}(t) = 0 \), the information flow \( \mathcal{G}(t) \) satisfies Assumptions 3 through 5 and \( \tilde{\omega}(t) \geq 1 \). Then, there exist known control gains \( k_R, k_P \), and \( k_I \) such that

\[
|\xi_i(t) - \xi_R(t)| \leq \kappa_{t,r} \| \xi_0 \| e^{-\lambda_r t},
\]

\[
|\xi_i(t) - \xi_j(t)| \leq \kappa_{c,r} \| \xi_0 \| e^{-\lambda_r t},
\]

\[
|\dot{x}_i(t) - \rho| \leq \kappa_{r,r} \| \xi_0 \| e^{-\lambda_r t},
\]

for all \( t \geq 0 \), and all \( i, j \in \mathcal{I} \), where \( \kappa_{t,r}, \kappa_{c,r}, \kappa_{r,r} \) are known constants, and \( \lambda_r \) is the guaranteed rate of convergence

\[
\lambda_r := \frac{k_P n \mu}{(1 + (k_P n + k_R) T)^2 (1 + n_T l_n + f_r)^{-1}},
\]

with design parameters \( n_T l_n, n_T n_T l_n + f_r > 1 \), and known function \( f_r(\eta_{t,r}, \eta_{R,r}) \).

Proof. The proof and expressions for \( \kappa_{t,r}, \kappa_{c,r}, \kappa_{r,r} \), and \( \lambda_r \) are given in Appendix C.3.1. This proof is constructive and provides explicit bounds for the control gains \( k_R, k_P \), and \( k_I \).

Remark 4 The definition of \( \lambda_r \) given in Lemma 2 is suitable to identify the major trends that affect this rate of convergence. However, the value of \( \lambda_r \) is not as straightforward to compute as it may appear from this definition. The reason is the following choice of control gains specified in the proof of Lemma 2:

\[
k_P > 0, \quad \frac{k_I}{k_P} = \eta_{t,r} \lambda_r, \quad k_R = \eta_{R,r} n \xi_r \lambda_r,
\]

with \( \xi_r := \eta_{t,r} \left(1 - \frac{n_T}{n_T l_n}\right) + 1 \). Note that \( k_R \) is given as a function of \( \lambda_r \). However, the definition of \( \lambda_r \) in Lemma 2 includes \( k_R \). Appendix C.3.1 proves that for every valid choice of \( \eta_{t,r} \) and \( \eta_{R,r} \) there exists a valid pair \( k_R \) and \( \lambda_r \). The value of \( \lambda_r \) is the only positive real root of the equation

\[
\lambda_r (1 + k_P n T + \eta_{R,r} n \xi_r T \lambda_r)^2 - \frac{k_P n \mu}{1 + \eta_{t,r} + f_r} = 0.
\]

The existence of a single positive real root for the equation above is proven using Routh’s criterion.

So far, modes \( \mathcal{I} \) and \( \mathcal{O} \) have been analyzed separately in Theorem 1 and Lemma 2, respectively. The following theorem combines these results with switched systems theory to find \( \tau_{R_1} \), and applies
state machine theory to merge these results with the link-weight logic in Table 5.1. This yields finite-time convergence of the temporal error $|\xi_i(t) - \xi_R(t)|$ to the desired temporal window $\Delta_t(t)$, and exponential convergence to the origin of the coordination error $|\xi_i(t) - \xi_R(t)|$, and rate error $|\dot{\xi}_i(t) - \dot{\xi}_R|$.

**Theorem 2** Assume ideal target-tracking capabilities $u_T(t) \equiv 0$, and the information flow $G(t)$ satisfies Assumptions 3 through 5. Then, there exist known control gains $k_R$, $k_P$, $k_I$, and dwell time $\tau_{R1} = \eta_T + \max \left\{ 0, \frac{1}{2\lambda_r} \ln a_T \right\}$, such that the dynamics in (5.11) switch between modes $\emptyset$ and finitely many times with

$$n_s \leq 2 \left[ \frac{1}{\lambda_r \eta_T} \ln \left( \kappa_{n_s} \frac{\|\xi_0\|}{\Delta_t} \right) \right],$$

satisfying

$$|\xi_i(t_{2k}) - \xi_R(t_{2k})| \leq \kappa_{r,r} \|\xi_0\| e^{-\lambda_r \eta_T k},$$

$$|\xi_i(t_{2k}) - \xi_j(t_{2k})| \leq \kappa_{c,r} \|\xi_0\| e^{-\lambda_r \eta_T k},$$

$$|\dot{\xi}_i(t_{2k}) - \rho| \leq \kappa_{r,r} \|\xi_0\| e^{-\lambda_r \eta_T k},$$

for all $k \in \{1, \ldots, \left\lfloor \frac{n_s}{2} \right\rfloor \}$, and all $i, j \in I$. After some time $t_{\Delta_t}$, the system remains in mode $\emptyset$ for all $t > t_{\Delta_t}$, and satisfies

$$|\xi_i(t) - \xi_R(t)| < \Delta_t(t),$$

$$|\xi_i(t) - \xi_j(t)| \leq \kappa_{c,u} \|\xi_u(t_{\Delta_t})\| e^{-\lambda_u(t-t_{\Delta_t})},$$

$$|\dot{\xi}_i(t) - \rho| \leq \kappa_{r,u} \|\xi_u(t_{\Delta_t})\| e^{-\lambda_u(t-t_{\Delta_t})},$$

for all $i, j \in I$, where $a_T$ and $\kappa_{n_s}$ are known constants, $\lambda_u := \nu \lambda_u$ is the guaranteed rate of convergence of the coordination and rate errors in mode $\emptyset$, and $\lambda_r$ is the guaranteed rate of convergence in mode $\emptyset$, with design parameters $\eta_T > 0$ and $\nu$.

**Proof.** The proof and expressions for $a_T$ and $\kappa_{n_s}$ are given in Appendix C.3. Constants $\kappa_{r,r}$, $\kappa_{c,r}$, and $\kappa_{r,r}$ are the same as in Lemma 2 and $\kappa_{c,u}$ and $\kappa_{r,u}$ are the same as in Theorem 1. This proof is constructive and provides explicit bounds for the control gains $k_R$, $k_P$, and $k_I$, as well as $\nu$. 
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Remark 5 The proof of Theorem 2 can be extended to agent-specific temporal constraints

\[ \xi_i(t) - \xi_R(t) \xrightarrow{t \to \infty} [-\Delta_{t,i}(t), \Delta_{t,i}(t)], \quad \text{with} \quad \Delta_{t,i}(t) > 0, \ \forall i \in \mathcal{I}. \]

In this case, all peers converge to the narrowest temporal window, \( \Delta_t(t) = \min_{i \in \mathcal{I}} \Delta_{t,i}(t) \).

Remark 6 The system dynamics (5.11) in mode \( \varnothing \) are equivalent to the dynamics for unenforced temporal constraints in (5.9). However, Theorem 2 indicates that in mode \( \varnothing \) the rate of convergence is \( \lambda_u := \nu \lambda_u \), with known \( \nu \leq 1 \), and not just \( \lambda_u \) as in Theorem 7. This is the result of ensuring that the choice of control gains \( k_P \) and \( k_I \) is simultaneously feasible for modes \( \varnothing \) and \( \bigcup_m \). Since this is a distributed switching system, link peers have no knowledge of the switching signal \( \gamma(t) \), and thus cannot change the control gains accordingly.

The next section addresses the stability of the system when \( |\xi_i(t) - \xi_R(t)| \) must converge to the origin.

5.3.3 Strict Temporal Constraints

The link-weight logic in Table 5.1 for strict temporal constraints (\( \omega_{R_i}(t) \equiv 1 \)) implies that \( \hat{\omega}(t) \equiv n_\ell \) and \( \omega(t) \equiv \nu := [1_{n_\ell}, 0]^T \), which can be leveraged to simplify the system dynamics in Equation (5.7). Then, the following theorem uses algebraic graph and Lyapunov theory to prove that the origin of the system dynamics in (5.7) is GUES.

Theorem 3 Assume ideal target-tracking capabilities \( u_{\tau_0}(t) \equiv 0 \), and the information flow \( G(t) \) satisfies Assumptions 3 through 5. Then, there exist known control gains \( k_R, k_P \) and \( k_I \), such that

\[
\begin{align*}
|\xi_i(t) - \xi_R(t)| &\leq \kappa_{t,s} \| \zeta_0 \| e^{-\lambda_s t}, \\
|\dot{\xi}_i(t) - \rho| &\leq \kappa_{r,s} \| \zeta_0 \| e^{-\lambda_s t}, \\
|\xi_i(t) - \xi_j(t)| &\leq \kappa_{c,s} \| \zeta_0 \| e^{-\lambda_s t},
\end{align*}
\]

for all \( t \geq 0 \), and all \( i, j \in \mathcal{I} \), where \( \kappa_{t,s}, \kappa_{c,s}, \kappa_{r,s} \) are known constants, and \( \lambda_s \) is the guaranteed rate of convergence

\[
\lambda_s := \frac{k_P n \mu}{(1 + (k_P n + k_R) T)^2} (1 + \eta_{t,s} + f_s)^{-1},
\]
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with design parameters $\eta_{I,s} \geq 2$, $\eta_{R,s} > 1$, and known function $f_s(\eta_{I,s}, \eta_{R,s})$.

Proof. The proof and expressions for $\kappa_{t,s}$, $\kappa_{c,s}$, $\kappa_{r,s}$, and $f_s$ are given in Appendix C.4. This proof is constructive and provides explicit bounds for the control gains $k_R$, $k_P$, and $k_I$. 

Remark 7 The definition of $\lambda_s$ given in Theorem 3 is suitable to identify the major trends that affect this rate of convergence. However, the value of $\lambda_s$ is not as straightforward to compute as it may appear from this definition. The reason is the following choice of control gains specified in the proof of Theorem 3:

\[
\begin{align*}
    k_P &> 0, \quad \frac{k_I}{k_P} = \eta_{I,s} \lambda_s, \quad k_R = \eta_{R,s} \frac{n}{n_{\ell}} \xi_s \lambda_s, \\
\end{align*}
\]

with $\xi_s := \eta_{I,s} \left(1 - \frac{n_u}{n}\right) + 1$. Note that $k_R$ is given as a function of $\lambda_s$. However, the definition of $\lambda_s$ in Theorem 3 includes $k_R$. Appendix C.4 proves that for every valid choice of $\eta_{I,s}$ and $\eta_{R,s}$ there exists a valid pair $k_R$ and $\lambda_s$. The value of $\lambda_s$ is the only positive real root of the equation

\[
\lambda_s \left(1 + k_P n T + \eta_{R,s} n \xi_s T \lambda_s \right)^2 - \frac{k_P n \mu}{1 + \eta_{I,s} + f_s} = 0.
\]

The existence of a single positive real root for the equation above is proven using Routh’s criterion.

Remark 8 Lemma 2 and Theorem 3 bear a close resemblance to each other. The reason is that the proof of Theorem 3 is a particular case of the proof of Lemma 2. On the other hand, the fundamental differences rely on two elements:

i) In mode $\omega_{Ri}$, $k_R$ is proportional to the number of agents $n$; whereas for strict temporal constraints $k_R$ is proportional to the ratio $\frac{n}{n_{\ell}}$.

ii) A similar trend presents with $f_r$ and $f_s$, which appear in the expressions of $\lambda_r$ and $\lambda_s$:

\[
\begin{align*}
    f_r &:= \left(\eta_{R,r} n \xi_r u_\omega + \eta_{I,r} u_v\right)^2, \\
    f_s &:= \frac{u_v^2}{n} \frac{\left(\eta_{R,s} \frac{n}{n_{\ell}} \xi_s + \eta_{I,s}\right)^2}{\xi_s (\eta_{R,s} - 1)}, \\
\end{align*}
\]

with $\xi_r$, $\xi_s$, $u_\omega \leq n_{\ell}$, and $u_v \leq n_{\ell}$ defined in Appendices C.3 and C.4.

This is a result of the switching logic for $\omega_{Ri}$. The variability introduced in mode $\omega_{Ri}$ requires the proof of Lemma 2 to consider the worst-case scenario, often $\tilde{\omega}(t) = 1$; while for strict temporal
constraints \( \dot{\omega}(t) \equiv n_\ell \). This yields more conservative rates of convergence for mode \( \bigcirc \). However, in simulation the slower rate of convergence often corresponds to strict temporal constraints, as shown in the following section.

5.4 Simulation Results

Figures 5.4 through 5.9 show the simulation results for a group of eight peers with ideal virtual-target-tracking capabilities \( u_{\tau_i}(t) \equiv 0 \); and subject to the three general coordination strategies presented in this chapter. All simulations were run with three link peers, the same time-varying communication network, same initial conditions, and tuning parameters. Following the convention for \( I_\ell \) and \( I_e \) established in Section 2.4.1, agents 1 through 3 are link peers, and the remaining agents are end peers. The QoS of the network was estimated with the following integral connectivity measure:

\[
\hat{\mu}(t) = \frac{1}{n} \frac{1}{T} \int_t^{t+T} Q L(\tau) Q^\top d\tau,
\]

and a fixed \( T = 4 \) s. To ensure \( \mathcal{G}(t) \) satisfies Assumption 5, a pseudo-random sequence of Laplacian matrices that switches every 0.50 s was generated to maintain \( \hat{\mu} \) within the range shown in Figure 5.4. The initial conditions for the coordination states were generated randomly

\[
\xi(0) = [\begin{bmatrix} -2.38, & -2.55, & -0.21, & -2.54, & -3.73, & -1.48, & -0.02, & -1.25 \end{bmatrix}]^\top \text{s},
\]

and the negative values denote that the agents started the mission later than originally planned. The initial value for the integral states was set to \( \chi_{i0} = 1 \) s/s. The control gains and dwell times are

\[
k_p = 0.32, \quad k_I = 0.10, \quad k_R = 0.10, \quad \tau_{R0} = 0.00 \text{s}, \quad \text{and} \quad \tau_{R1} = 0.50 \text{s}.
\]

As shown in Figure 5.8, \( \dot{\xi}_R \) is increased by 20% mid-simulation for all scenarios. This effectively acts as a disturbance, since all end peers must relearn the new reference rate through the integral states \( \chi_i(t) \). Equations (2.10) and (2.11) indicate that \( \dot{\xi}_i(t) \) scales the desired speed profile \( v_{d,i}(t) \) to generate an online speed command \( v_{cmd,i}(t) \), and achieve closed-loop coordination. Assum-

\[\text{The tuning parameters given in Remarks 2, 4 and 7 are conservative. For comparison and performance purposes some of the parameters chosen do not satisfy these bounds.}\]
ing the speed profile \( v_{d,i}(t) \) has been designed to satisfy an optimal criterion, any \( \dot{\xi}_i(t) \neq \dot{\xi}_R(t) \) steers the fleet away from optimality. The following measure is proposed to evaluate the collective coordination control effort exerted by the fleet

\[
\epsilon_u(t) = \| u_c(t) - \dot{\xi}_R(t) \|_2 = \int_0^t \| \dot{\xi}(\tau) - \dot{\xi}_R(\tau) \|_2^2 \, d\tau. \tag{5.14}
\]

Figure 5.5 shows the collective control effort for the three coordination strategies presented in this chapter. Although anecdotal evidence is provided, since results for a single set of initial conditions are presented, the control effort \( \epsilon_u(t) \) associated with unenforced temporal constraints tends to be smaller than that of relaxed specifications, which at the same time tends to be smaller than that of strict temporal constraints. Consequently, if utilized appropriately this framework has the potential to reduce the collective control effort, leading to a reduction in fuel consumption. Hence, operators with supervisory control over the fleet should avoid over-constraining the system by imposing the least restrictive temporal specifications that the mission can safely admit.

Figure 5.4: QoS of the network.

Figure 5.5: Coordination control effort.

Figure 5.6 shows the coordination error for unenforced, relaxed, and strict temporal constraints. As expected, \( |\xi_i(t) - \xi_j(t)| \) converges to the origin, regardless of the temporal specifications imposed.

Figure 5.7 shows the temporal error and illustrates how the protocols successfully impose the desired spectrum of temporal constraints:

1. For unenforced constraints \( |\xi_i(t) - \xi_R(t)| \) is bounded and away from 0, see Figure 5.7a.

2. For relaxed constraints \( |\xi_i(t) - \xi_R(t)| \) converges to a time-varying window, depicted by dashed
Figure 5.6: Coordination errors.

iii) For strict temporal constraints the end peers permanently “listen” to the reference agent, see Figure 5.7c which forces all agents to track the reference state.

Figure 5.7: Temporal errors (top) and temporal link weights (bottom).
Figure 5.8 shows the evolution of the integral states under unenforced, relaxed, and strict temporal constraints. Observe that convergence to the reference rate becomes slower as the temporal constraints become more stringent. If one wishes to make the rate of convergence of the integral states invariant with respect to the type of temporal specifications imposed, one possible solution is to implement a distributed reference state estimator, as suggested in Chapter 7. However, this comes at the expense of exchanging an additional variable per vehicle over the network. Finally, Figure 5.9 shows the coordination control signal for all vehicles. The piecewise continuous nature of these signals is not only due to the switching logic for $\omega_{R_i}$, but also the switching network topology.

![Figure 5.8: Integral states.](image)

![Figure 5.9: Coordination control signal.](image)
Chapter 6

Tight Cooperative Path Following

This chapter utilizes the distributed protocols proposed in Chapter 5 and builds upon the theorems derived for ideal target-tracking capabilities. Assuming a fleet of heterogeneous cooperating vehicles equipped with realistic speed-tracking controllers, this chapter analyzes the structure of the collective target-tracking feedback. This feedback structure is then propagated through the system dynamics as a perturbation to infer transient and steady-state guarantees under non-ideal target-tracking conditions. To illustrate and corroborate the performance of these protocols, simulation results are provided for a group of eight heterogeneous multirotors in a cluttered scenario subject to unenforced, relaxed, and strict temporal constraints.

6.1 Collective Target-Tracking Feedback

To characterize the system performance with realistic and heterogeneous speed-tracking controllers, this section considers Assumption 1 and analyzes the effects of the initial position errors $e_{p,i}$ and speed-tracking precision $\bar{e}_{v,i}$ on $u_{\tau}(t)$. To this end, Equation (5.5), Lemma 1, and the fact that $\hat{t}_i$ is a unit vector yield the following bound for target-tracking feedback:

$$\|u_{\tau}(t)\| \leq \bar{u}_{\tau}(t) := k_{ep}\|e_{p0}\|e^{-k_{pF}t} + \frac{k_{ep}}{k_{pF}}\|\bar{e}_v\| \left(1 - e^{-k_{pF}t}\right), \quad \forall t \geq 0,$$

(6.1)

where $e_{p0} := [e_{p0,1}^T, e_{p0,2}^T, \ldots, e_{p0,n}^T]^T$, $e_v := [\bar{e}_{v,1}, \bar{e}_{v,2}, \ldots, \bar{e}_{v,n}]^T$, $k_{pF} := \min_{i \in \mathcal{I}} k_{P_{F,i}}$, and $\bar{k}_{pF} := \max_{i \in \mathcal{I}} k_{P_{F,i}}$. Note that the coordination control law in Equation (5.3) uses the same gains for all cooperating agents. However, the target-tracking feedback bound above includes individual gains $k_{pF,i}$, and speed-tracking precision bounds $\bar{e}_{v,i}$ for each agent, thus acknowledging that the algorithms and vehicle dynamics beneath the coordination layer can be heterogeneous.
Notice also, that the bound in Equation (6.1) has two components, depicted in Figure 6.1:

i) An exponentially decaying term, proportional to \(\|e_{pa}\|\), shown in orange, and induced by the speed command in (2.11).

ii) A uniformly bounded term, proportional to \(\|\mathcal{E}_v\|\), shown in yellow, and caused by the underlying non-ideal speed-tracking controllers.

The following section explores how the perturbation in Equation (6.1) propagates through the system dynamics for unenforced, relaxed, and strict temporal constraints under tight coordination.

6.2 Stability with Non-Ideal Target Tracking

Next, Theorems 1, 2, and 3 are extended to account for non-ideal speed-tracking controllers, and infer conditions that ensure the maximum speed command for each UAS is not exceeded.

6.2.1 Unenforced Temporal Constraints

As in Section 5.3.1, the link-weight logic in Table 5.1 for unenforced temporal specifications \((\omega_{\mathcal{R}_i}(t) \equiv 0)\) decouples the collective coordination and rate errors \(\zeta_u(t)\) from the temporal error \(\zeta_t(t)\), and yields

\[
\begin{align*}
\dot{\zeta}_t(t) &= A_t \zeta_u(t) + B_t u_{\tau_e}(t), \quad \zeta_t(0) = \zeta_{t0}, \\
\dot{\zeta}_u(t) &= A_u(t) \zeta_u(t) + B_u u_{\tau_e}(t), \quad \zeta_u(0) = \zeta_{u0},
\end{align*}
\]

where \(A_t\) and \(A_u(t)\) are given in (5.9c), \(B_t := -\frac{1}{n} \mathbf{1}_n^T\), and \(B_u := [Q^T, \mathbf{0}]^T\). The following theorem uses the proof of Theorem 1 and perturbation theory to conclude that the temporal error in (6.2a) is integral Input-to-State Stable (iISS) and can grow at most linearly with time, whereas the coordination and rate errors in (6.2b) are \(\lambda_u\)-weighted iISS with respect to \(u_{\tau_e}(t)\).
Theorem 4 Assume the underlying speed-tracking controller for all agents satisfies Assumption 1, the information flow $G(t)$ satisfies Assumptions 2 through 4, and the speed profiles assigned to each agent by the trajectory generation algorithms satisfy Assumption 2. If the collective speed-tracking precision satisfies

$$\| \vec{e}_v \| < \min_{i \in I} \frac{v_{max,i} - \rho v_{dmax,i}}{1 + \left( \kappa_{r,u} + \frac{k_p}{k_{PP}} \right) v_{dmax,i}},$$

then there exist known control gains $k_p$, $k_l$, and $k_{PP,i} > 0$ for all $i \in I$, such that for all initial conditions $(\zeta_{u0}, \epsilon_{p0}) \in \Omega_{u0}$, the speed command in (2.11), with the protocol for unenforced temporal constraints in (5.1) and (5.2), ensures that

$$\| v_{cmd,i}(t) \| \leq v_{max,i}, \quad \forall t \geq 0, \quad \forall i \in I,$$

and the individual temporal, coordination, and rate errors satisfy

$$\begin{bmatrix}
|\xi_i(t) - \xi_{R}(t)| \\
|\xi_i(t) - \xi_j(t)| \\
|\dot{\xi}_i(t) - \rho|
\end{bmatrix} \leq K_u(t) \begin{bmatrix}
|\zeta_{i0}| \\
|\zeta_{u0}| \\
|\epsilon_{p0}| \\
|\vec{e}_v|
\end{bmatrix}, \quad \forall t \geq 0, \quad \forall i, j \in I,$$

where $K_u(t) \in \mathbb{R}^{3 \times 4}$ is defined as

$$K_u := \begin{bmatrix}
1 & K_{t,u1} e^{-\lambda_u t} & \frac{k_{t,up1}}{\lambda_u - k_{PP}} (e^{-k_{PP} t} - e^{-\lambda_u t}) & \frac{k_{t,up2}}{\lambda_u - k_{PP}} (e^{-k_{PP} t} - e^{-\lambda_u t}) & K_{t,u1} e^{-\lambda_u t} & K_{t,u2} e^{-\lambda_u t} \\
0 & K_{c,u} e^{-\lambda_u t} & \frac{k_{c,up}}{\lambda_u - k_{PP}} (e^{-k_{PP} t} - e^{-\lambda_u t}) & \frac{k_{c,up1}}{\lambda_u - k_{PP}} (e^{-k_{PP} t} - e^{-\lambda_u t}) & K_{c,u} e^{-\lambda_u t} & K_{c,u2} e^{-\lambda_u t} \\
0 & K_{r,u} e^{-\lambda_u t} & \frac{k_{r,up}}{\lambda_u - k_{PP}} (e^{-k_{PP} t} - e^{-\lambda_u t}) & \frac{k_{r,up1}}{\lambda_u - k_{PP}} (e^{-k_{PP} t} - e^{-\lambda_u t}) & K_{r,u} e^{-\lambda_u t} & K_{r,u2} e^{-\lambda_u t}
\end{bmatrix},$$

$\Omega_{u0}$ is a known non-empty set, $\kappa_{t,u1}$, $\kappa_{t,u2}$, $\kappa_{c,u}$, and $\kappa_{r,u}$ are known constants, and $\lambda_u = \nu \lambda_u$ is the guaranteed rate of convergence with $\nu = 1$.

Proof. Constants $\kappa_{t,u1}$, $\kappa_{t,u2}$, $\kappa_{c,u}$, and $\kappa_{r,u}$, the bounds for the control gains $k_p$ and $k_l$, and the rate of convergence $\lambda_u$ are the same as in Theorem 2. The proof and expressions for $\Omega_{u0}$, $\kappa_{t,up1}$, $\kappa_{t,up2}$, $\kappa_{t,u1}$, $\kappa_{t,u2}$, $\kappa_{c,u}$, $\kappa_{r,u}$, and $\kappa_{r,u}$ are given in Appendix C.5. \qed
To help in the interpretation of Theorem 4, the elements in matrix $K_u(t)$ have been color coded and organized into groups with similar behavior and origin:

i) The elements in blue are exponentially decaying and are induced by the dynamics of $\zeta_u(t)$ in Equation (5.9).

ii) The block in purple represents the interaction between the dynamics of $\zeta_u(t)$ in Equation (6.2) with the position error dynamics in Equation (2.9). Note that these terms are always positive semidefinite for all $t \geq 0$ since

$$
\begin{align*}
\text{if} \quad \lambda_u - k_{PF} > 0 & \Rightarrow e^{-k_{PF}t} - e^{-\lambda_u t} \geq 0 \\
\text{if} \quad \lambda_u - k_{PF} < 0 & \Rightarrow e^{-k_{PF}t} - e^{-\lambda_u t} \leq 0
\end{align*}
$$

Considering also the case when $\lambda_u = k_{PF}$ yields

$$
\lim_{k_{PF} \to \lambda_u} \frac{1}{\lambda_u - k_{PF}} (e^{-k_{PF}t} - e^{-\lambda_u t}) = t e^{-\lambda_u t} \geq 0, \quad \forall t \geq 0.
$$

iii) The terms in orange define ultimate bounds that are proportional to $\|\bar{e}_v\|$, whereas the terms in yellow denote ultimate bounds that are proportional to $\|\xi_0\|$ and $\|\bar{e}_p\|$. Two important conclusions follow:

- Tight coordination cannot be attained unless the speed tracking error of each agent converges to the origin, $\|\bar{e}_{v,i}(t)\| \to 0$ as $t \to \infty$ for all $i \in I$.

- The coordinating agents cannot accurately learn the mission rate unless the speed tracking error of each agent converges to the origin, $\|\bar{e}_{v,i}(t)\| \to 0$ as $t \to \infty$ for all $i \in I$.

This emphasizes the importance of the control laws underneath the coordination layer. The implementation of a control law that tracks the speed command in Equation (2.11) with accuracy will tighten the ultimate bounds for $|\xi_i(t) - \xi_j(t)|$ and $|\dot{\xi}_i(t) - \rho|$. In this regard, the protocol in Equation (5.3) is to some extent naive, since it attempts to drive the aforementioned errors to the origin, and incurs in a control effort that cannot achieve this goal. Chapter 7 presents a distributed protocol that considers this fundamental limitation, and
ceases its effort at coordination once $|\xi_i(t) - \xi_j(t)|$ falls within a specified neighborhood of the origin.

iv) The element in red indicates that the temporal error can drift away over time, and this drift is proportional to $\|\bar{e}_v\|$.

v) The terms in green are a direct effect of $u_{\tau_{\epsilon}}(t)$, and can be easily identified with the elements in Equation (6.1).

The following section derives transient and steady-state performance guarantees for relaxed temporal constraints with non-ideal target-tracking capabilities.

### 6.2.2 Relaxed Temporal Constraints

Similar to Section 5.3.2, the dynamics in (5.7) are rewritten as a system that switches between modes $0$ and $\bigcirc$, with switching signal $\gamma(t) : [0, \infty) \mapsto \mathcal{S}$, and $\mathcal{S} := \{0, \bigcircle\}$

$$
\dot{\zeta}(t) = A_\gamma(t)\zeta(t) + Bu_{\tau_{\epsilon}}(t), \quad \zeta(0) = \zeta_0, \quad \gamma \in \mathcal{S}, \quad (6.3)
$$

where $A_0$ and $A_{\bigcircle}$ are defined in Section 5.3.2. The discontinuities in $\gamma(t)$ occur at the switching times $t_m$, with $m \in \mathbb{N}$. Recall Theorem 4 proves $|\xi_i(t) - \xi_R(t)|$ can drift away in mode $0$. Then, anticipating that $\tau_{\epsilon_R}$ may now be a function of the time spent in mode $0$, a subtle change in the link-weight logic is introduced

$$
\omega_{\epsilon_R}(t) = \begin{cases} 
1, & \text{if } |\xi_i(t) - \xi_R(t)| \geq \Delta t(t) \land t - t_i > \tau_{RD}, \\
0, & \text{if } |\xi_i(t) - \xi_R(t)| < \Delta t(t) \land t - t_i > \tau_{\epsilon_R}^i (\Delta t_0(t)), \\
\omega_{\epsilon_R}^+(t_i), & \text{otherwise},
\end{cases} \quad (6.4)
$$

where $\Delta t_0^i(t)$ is defined as follows:

$$
\Delta t_0^i(t) := \begin{cases} 
 t_i^s - t_i^{s-1}, & \text{if } \omega_{\epsilon_R}(t) = 1, \\
0, & \text{if } \omega_{\epsilon_R}(t) = 0.
\end{cases}
$$
As depicted in Figure 6.2, \( t_s^i \) and \( t_{s-1}^i \) respectively denote the last and second to last times the \( i \)th link peer switched the value of \( \omega_{R_i}(t) \). Part of the challenge is that link peers ignore the time spent in mode \( \emptyset \), and hence can only use \( \Delta t_0^i(t) \) to counteract the drift of the collective system. Then, assuming \( \gamma(t_0) = \emptyset \) and expressing \( m \) in terms of the number of \( \emptyset \)-\( \ominus \) cycles completed \( k \), the logic above can only enforce the following slow switching constraints for the system dynamics:

\[
\begin{align*}
        t_{2k} - t_{2k-1} &> \tau_{R_1,k}, \\
        t_{2k-1} - t_{2k-2} &\geq 0,
\end{align*}
\]

where \( \tau_{R_1,k} := \max_{i \in I} \tau_{R_1}^i(t_{2k-1}) \). As opposed to Section 5.3.2, each agent implements a different dwell time \( \tau_{R_1}^i(t) \), and the collective dwell time \( \tau_{R_1,k} \) varies with each \( \emptyset \)-\( \ominus \) cycle. See Figure 5.3 for a visual aid in the interpretation of (6.5).

The following lemma uses the proof of Lemma 2 and perturbation theory to analyze the system in mode \( \ominus \), and concludes that the dynamics in (6.3) are \( \lambda_r \)-weighted iISS with respect to \( u_{\tau_r}(t) \).

**Lemma 3** Assume the underlying speed-tracking controller for all agents satisfies Assumption 1, the information flow \( G(t) \) satisfies Assumptions 3 through 5, and \( \bar{\omega}(t) \geq 1 \). Then, there exist known control gains \( k_R, k_P, k_l, \) and \( k_{PF,i} > 0 \) for all \( i \in I \) such that

\[
\begin{bmatrix}
    |\xi_i(t) - \xi_R(t)| \\
    |\xi_i(t) - \xi_j(t)| \\
    |\dot{\xi}_i(t) - \rho|
\end{bmatrix} \leq \mathbf{K}_r(t)
\begin{bmatrix}
    \|\xi_0\| \\
    \|e_{p_0}\| \\
    \|e_v\|
\end{bmatrix},
\forall t \geq 0, \forall i, j \in I,
\]

where \( \mathbf{K}_r(t) \in \mathbb{R}^{3 \times 3} \) is defined as

\[
\mathbf{K}_r(t) :=
\begin{bmatrix}
    \kappa_{t,r} e^{-\lambda_r t} & \frac{\kappa_{t,fp}}{\lambda_r - k_{PF}} e^{-k_{PF}t - \lambda_r t} & \kappa_{t,v} \\
    \kappa_{c,r} e^{-\lambda_r t} & \frac{\kappa_{c,fp}}{\lambda_r - k_{PF}} e^{-k_{PF}t - \lambda_r t} & \kappa_{c,v} \\
    \kappa_{r,r} e^{-\lambda_r t} & \frac{\kappa_{r,fp}}{\lambda_r - k_{PF}} e^{-k_{PF}t - \lambda_r t} + k_{ep} e^{-k_{PF}t} & \kappa_{r,v} + \frac{k_{ep}}{k_{PF}}
\end{bmatrix},
\]
Constants $\kappa_{t,r}$, $\kappa_{c,r}$, and $\kappa_{r,r}$, the bounds for the control gains $k_R$, $k_p$, and $k_I$, and the rate of convergence $\lambda_r$ are the same as in Lemma 2. The proof and expressions for $\kappa_{t,r}$, $\kappa_{c,r}$, $\kappa_{r,r}$, and $\kappa_{r,r}$ are given in Appendix C.6.1.

The elements in matrix $K_r(t)$ have been color coded using the same criteria as in Section 6.2.1. The most notable differences between $K_u(t)$ and $K_r(t)$ are that in matrix $K_r(t)$ the ultimate bounds in yellow, and the drifting term in red have vanished. As a result, the steady-state value of the temporal error $|\xi_i(t) - \xi_R(t)|$ in mode $\circlearrowright$ is proportional to $\|\bar{e}_v\|$. The next corollary follows from this analysis.

**Corollary 1** Given the assumptions in Lemma 3, if the collective speed-tracking error satisfies

$$\|\bar{e}_v\| \leq \frac{\Delta_t}{\kappa_{t,r}},$$

then there exists a time $t_{\Delta_t} \geq 0$ such that

$$|\xi_i(t) - \xi_R(t)| \leq \Delta_t(t), \quad \forall t \geq t_{\Delta_t}, \quad \forall i \in I.$$
\[ \|e_v\| < \min_{i \in I} \left\{ \frac{v_{\text{max},i} - \rho v_{\text{dmax},i}}{\kappa_{\text{ave},i}}, \frac{v_{\text{max},i} - (\rho + \kappa_{r,i} \Delta t)}{\kappa_{r,i}} \right\}, \]

then there exist known control gains \( k_R, k_P, k_I, \) and \( k_{PP,i} > 0 \) for all \( i \in I \), and individual dwell times
\[ \tau_{R1}^i(t) = \max \left\{ \epsilon_r, \frac{1}{\lambda_r} \ln \Delta t_0^i(t) \right\} + \max \left\{ 0, \frac{1}{\lambda_r} \ln \kappa_{W,i} \right\}, \quad \forall \in I, \]

such that for all initial conditions \((\zeta_0, e_{p0}) \in \Omega_0\), the speed command in (2.11), with the protocol in (5.1) and (5.2), and the switching logic in (6.4) ensure that
\[ \|v_{\text{cmd},i}(t)\| \leq v_{\text{max},i}, \quad \forall t \geq 0, \quad \forall i \in I, \]

and \( \gamma(t) \) can switch between \( \emptyset \) and \( \bigcirc \) finitely many times in every bounded time interval. The temporal, coordination, and rate errors at the switching times from mode \( \bigcirc \) to \( \emptyset \) satisfy
\[
\begin{bmatrix}
|\xi_i(t_{2k}) - \xi_R(t_{2k})| \\
|\xi_i(t_{2k}) - \xi_j(t_{2k})| \\
|\dot{\xi}_i(t_{2k}) - \rho|
\end{bmatrix} \leq \tilde{K}(k) \begin{bmatrix}
\|\zeta_0\| \\
\|e_{p0}\| \\
\|e_v\|
\end{bmatrix}, \quad \forall i, j \in I, \quad k \in \mathbb{N}.
\]

In mode \( \emptyset \), the temporal, coordination, and rate errors satisfy
\[
\begin{bmatrix}
|\xi_i(t) - \xi_R(t)| \\
|\xi_i(t) - \xi_j(t)| \\
|\dot{\xi}_i(t) - \rho|
\end{bmatrix} \leq K_u(t - t_{2k - 2}) \begin{bmatrix}
|\zeta_i(t_{2k - 2})| \\
|\zeta_u(t_{2k - 2})| \\
|e_{p}(t_{2k - 2})| \\
|e_v|
\end{bmatrix}, \quad \forall t_{2k - 2} \leq t < t_{2k - 1}, \quad \forall i, j \in I, \quad k \in \mathbb{N},
\]

whereas in mode \( \bigcirc \) the temporal, coordination, and rate errors satisfy
\[
\begin{bmatrix}
|\xi_i(t) - \xi_R(t)| \\
|\xi_i(t) - \xi_j(t)| \\
|\dot{\xi}_i(t) - \rho|
\end{bmatrix} \leq K_r(t - t_{2k - 1}) \begin{bmatrix}
\|\zeta(t_{2k - 1})\| \\
\|\zeta_u(t_{2k - 1})\| \\
\|e_{p}(t_{2k - 1})\| \\
\|e_v|
\end{bmatrix}, \quad \forall t_{2k - 1} \leq t \leq t_{2k}, \quad \forall i, j \in I, \quad k \in \mathbb{N},
\]

where \( K_u(t) \) and \( K_r(t) \) are defined in Theorem 4 and Lemma 3 respectively, and \( \tilde{K}(k) \in \mathbb{R}^{3 \times 3} \) is
\[ \tilde{K}(k) := \begin{bmatrix}
\kappa_{t,r} e^{-k \lambda_r \epsilon_r} & \tilde{k}_{t,v} k e^{-k \lambda_r \epsilon_r} & (\tilde{k}_{t,v} + \tilde{k}_{t,v} e^{\lambda_r \epsilon_r}) \sum_{m=1}^{k} e^{-m \lambda_r \epsilon_r} \\
\kappa_{c,r} e^{-k \lambda_r \epsilon_r} & \tilde{k}_{c,v} k e^{-k \lambda_r \epsilon_r} & (\tilde{k}_{c,v} + \tilde{k}_{c,v} e^{\lambda_r \epsilon_r}) \sum_{m=1}^{k} e^{-m \lambda_r \epsilon_r} \\
\kappa_{r,r} e^{-k \lambda_r \epsilon_r} & \tilde{k}_{r,v} k e^{-k \lambda_r \epsilon_r} & (\tilde{k}_{r,v} + \tilde{k}_{r,v} e^{\lambda_r \epsilon_r}) \sum_{m=1}^{k} e^{-m \lambda_r \epsilon_r} + \tilde{k}_{p} \epsilon_r
\end{bmatrix} \] 

\[ \epsilon_r > 0 \text{ is a design parameter, } \tilde{\Omega}_0 \text{ is a known non-empty set, } \tilde{k}_{\Omega_{u,v,i}} \tilde{k}_{\Omega_{r,v,i}}, \kappa_{W_r}, \kappa_{t,r}, \kappa_{t,p}, \tilde{k}_{t,v_1}, \tilde{k}_{t,v_2}, \kappa_{c,r}, \tilde{k}_{c,v_1}, \kappa_{c,v_2}, \kappa_{r,r}, \kappa_{r,p}, \tilde{k}_{r,v_1}, \text{ and } \tilde{k}_{r,v_2}, \bar{\lambda} := \min \{ \kappa_{p}, \lambda_r \}, \text{ and } \lambda_r \text{ is the guaranteed rate of convergence in mode } \bigcirc. \]

**Proof.** Constants \( \kappa_{t,r}, \kappa_{c,r}, \) and \( \kappa_{r,r} \), the bounds for the control gains \( k_r, k_p, \) and \( k_l \), and the rate of convergence \( \lambda_r \) are the same as in Theorem 2. The proof and expressions for \( \tilde{k}_{\Omega_{u,v,i}} \), \( \tilde{k}_{\Omega_{r,v,i}} \), \( \kappa_{W_r}, \) \( \tilde{k}_{t,p}, \tilde{k}_{t,v_1}, \tilde{k}_{t,v_2}, \kappa_{c,r}, \tilde{k}_{c,v_1}, \kappa_{c,v_2}, \kappa_{r,r}, \kappa_{r,p}, \tilde{k}_{r,v_1}, \text{ and } \tilde{k}_{r,v_2} \) are given in Appendix C.6. \( \square \)

The elements in matrix \( \tilde{K}(k) \) have been color coded using the same criteria as in Section 6.2.1. Note that the propagation of the perturbation in Equation (6.1) through the switched system presents structural similarities with the results in mode \( \bigcirc \). This becomes clear if one compares matrices \( K_r(t) \) and \( \tilde{K}(k) \). They contain the same-color blocks in the same locations. As shown in Figure 6.3, the elements in \( \tilde{K}(k) \) behave as follows:

i) The blocks in blue decrease exponentially with \( k \), the number of \( O-\bigcirc \) cycles.

ii) The elements in purple are dominated by a linear growth for small \( k \), and an exponential decay for large \( k \).

iii) The terms in orange are ultimately bounded. Application of D’Alembert’s criterion proves convergence of this infinite series.

iv) The terms in green are a direct effect of \( u_{\tau_r}(t) \) as it propagates through the switched system, and can be easily identified with the elements in Equation (6.1).
In all cases, these elements have a similar behavior as their continuous counter parts in $K_r(t)$.

The following corollary follows from Lemma 8 and Theorem 5 and concludes that if the collective speed-tracking error satisfies certain conditions, then two possible behaviors may emerge from the switching logic in Equation (6.3) either

i) After some time $t_{\Delta t}$ the switched system (6.3) stays in mode $\emptyset$, $|\xi_i(t) - \xi_R(t)|$ remains within $\Delta_t(t)$ for all link peers, and $|\xi_i(t) - \xi_R(t)|$ is bounded for all end peers but may lie outside $\Delta_t(t)$; or

ii) The switched system (6.3) persistently switches between modes $\emptyset$ and $\emptyset$. In this case, there exists a number of $\emptyset$-cycles $k_{\Delta t}$ beyond which the temporal error $|\xi_i(t_{2k}) - \xi_R(t_{2k})|$ falls inside $\Delta_t(t_{2k})$ for all agents. Between switching times $t_{2k}$ and $t_{2k+2}$, $|\xi_i(t) - \xi_R(t)|$ remains bounded, but some agents will depart the desired temporal window $\Delta_t(t)$.

**Corollary 2** Given the assumptions in Theorem 5, if the collective speed-tracking error satisfies

$$\|\bar{e}_v\| \leq \Delta_t \min \left\{ \frac{1}{K_{t,r_v}}, \frac{e^{\lambda_{t,r_v}} - 1}{\tilde{K}_{t,v_2} e^{\lambda_{t,r_v}}} \right\},$$

then two behaviors may emerge for the switched system (6.3) either

i) There exists a time $t_{\Delta t}$ such that $\gamma(t) = \emptyset$ for all $t \geq t_{\Delta t}$, and

$$|\xi_i(t) - \xi_R(t)| < \Delta_t(t), \quad \forall t \geq t_{\Delta t}, \quad \forall i \in I_t,$$

$$|\xi_i(t) - \xi_R(t)| < \Delta_t(t) + \kappa_{c,u}\|\xi_u(t_{\Delta t})\|e^{-\lambda_u(t-t_{\Delta t})} + \ldots$$

$$+ \frac{\kappa_{e,up}}{\kappa_{pp} - \lambda_u} |\bar{e}_p(t_{\Delta t})| (e^{-\lambda_u(t-t_{\Delta t})} - e^{-\kappa_{pp}(t-t_{\Delta t})}) + \ldots$$

$$+ \kappa_{c,u_v}\|\bar{e}_v\|, \quad \forall t \geq t_{\Delta t}, \quad \forall i \in I_t; \quad \text{or}$$

ii) $\gamma(t)$ persistently switches between modes $\emptyset$ and $\emptyset$, and there exists a $k_{\Delta t} \in \mathbb{N}$ such that

$$|\xi_i(t_{2k}) - \xi_R(t_{2k})| \leq \Delta_t(t_{2k}), \quad \forall k \geq k_{\Delta t}, \quad \forall i \in I,$$

and the temporal errors $|\xi_i(t) - \xi_R(t)|$ between $t_{2k}$ and $t_{2k+2}$ in modes $\emptyset$ and $\emptyset$ are bounded for all agents.
Proof. The proof and further details about the bounds for the temporal errors are given in Appendix C.6.4

According to Theorem 4, the temporal error can drift away from the origin in mode Ø. However, Theorem 4 only provides an upper bound for the evolution of $|\xi_i(t) - \xi_R(t)|$, and therefore does not guarantee that the temporal errors will indeed drift. This is relevant in the interpretation of Corollary 2 because if $|\xi_i(t) - \xi_R(t)|$ indeed drifts, then the only compatible behavior is item ii).

The real implementation of this cooperative system will drift in mode Ø, because the vehicle speed-tracking controllers will invariably incur in small tracking errors. Hence, the real system will exhibit persistent switches between modes Ø and $\bigcirc$. Therefore, item i) in the corollary is a result of the formality of this proof. One may attempt to remove it assuming the following PE-like conditions involving the speed-tracking error:

$$\frac{1}{T_v} \int_{t}^{t+T_v} e^T_{v,i}(\tau) e_{v,i}(\tau) d\tau \geq \mu_v, \quad \forall t \geq T_v, \quad i \in I,$$

with $T_v > 0$ and $\mu_v > 0$, and the QoS of the communication network:

$$\frac{1}{n} \frac{1}{T} \int_{t}^{t+T} \bar{L}(\tau) d\tau \leq \bar{\mu} n_{n-1}, \quad \forall t \geq T,$$

with $T > 0$ and $\mu \leq \bar{\mu} \in (0,1]$. In accordance with the expected behavior, the following remark analyzes the performance guarantees as the number of Ø-$\bigcirc$ cycles increases.

Remark 9 As the number of Ø-$\bigcirc$ cycles increases, the switched system (6.3) successfully cancels out the effects of the initial error $\|\zeta_0\|$ and position-tracking errors $\|e_p_0\|$ as shown next

$$\lim_{k \to \infty} \begin{bmatrix} |\xi_i(t_{2k}) - \xi_R(t_{2k})| \\ |\xi_i(t_{2k}) - \xi_j(t_{2k})| \\ |\dot{\xi}_i(t_{2k}) - \rho| \end{bmatrix} \leq \begin{bmatrix} \tilde{\kappa}_{t,v_1} + \tilde{\kappa}_{t,v_2} e^{\lambda_{e} \epsilon_{t}} \\ \tilde{\kappa}_{c,v_1} + \tilde{\kappa}_{c,v_2} e^{\lambda_{e} \epsilon_{t}} \\ \tilde{\kappa}_{r,v_1} + \tilde{\kappa}_{r,v_2} e^{\lambda_{e} \epsilon_{t}} \end{bmatrix} \frac{1}{e^{e_{\epsilon_{t}} \epsilon_{t} - 1}} \|\tilde{e}_v\|.$$

Thus, increasing the value of $\epsilon_{t}$ cannot completely eliminate the error induced by $\|\tilde{e}_v\|$, but can reduce it to some extent, since $\frac{1}{e^{e_{\epsilon_{t}} \epsilon_{t} - 1}}$ and $e^{\lambda_{e} \epsilon_{t}}$ are monotonically decreasing, and
\[
\lim_{\varepsilon_{tr} \to \infty} \frac{1}{e^{\lambda_{tr} \varepsilon_{tr}} - 1} = 0, \quad \lim_{\varepsilon_{tr} \to \infty} \frac{e^{\lambda_{tr} \varepsilon_{tr}}}{e^{\lambda_{tr} \varepsilon_{tr}} - 1} = 1.
\]

When the value of \(\varepsilon_{tr}\) is increased the contributions of mode \(O\) to the temporal, coordination, and rate errors diminish, since the system stays in mode \(\triangleright\triangleright\triangleright\) for longer periods of time.

The following section derives transient and steady-state performance guarantees for strict temporal constraints with non-ideal target-tracking capabilities.

### 6.2.3 Strict Temporal Constraints

As in Section 5.3.3, the link-weight logic in Table 5.1 for strict temporal specifications \(\omega_{R_i}(t) \equiv 1\) implies that \(\tilde{\omega}(t) \equiv n_{\ell}\) and \(\omega(t) \equiv v := [1_{n_{\ell}}, 0]^T\), which can be leveraged to simplify the system dynamics in Equation (5.7). Then, the following theorem uses the proof of Theorem 3 and perturbation theory to prove that the origin of the system dynamics in (5.7) is \(\lambda_s\)-weighted iISS with respect to \(u_{T_i}(t)\).

**Theorem 6** Assume the underlying speed-tracking controller for all agents satisfies Assumption 7, the information flow \(G(t)\) satisfies Assumptions 3 through 5, and the speed profiles assigned to each agent by the trajectory generation algorithms satisfy Assumption 2. If the collective speed-tracking precision satisfies

\[
\|\tilde{e}_v\| < \min_{i \in I} \frac{v_{\max,i} - \rho v_{d_{\max,i}}}{1 + \left(\kappa_{r,s} + \frac{k_{fp}}{k_{p}}\right) v_{d_{\max,i}}},
\]

then there exist known control gains \(k_R, k_P, k_I,\) and \(k_{p,i}, k_{FP,i} > 0\) for all \(i \in I\), such that for all initial conditions \((\zeta_0, e_{p_0}) \in \Omega_{s_0}\), the speed command in (2.11), with the protocol for strict temporal constraints in (5.1) and (5.2) ensure that

\[
\|v_{cmd,i}(t)\| \leq v_{\max,i}, \quad \forall t \geq 0, \quad \forall i \in I,
\]

and the individual temporal, coordination, and rate errors satisfy

\[
\begin{bmatrix}
|\xi_i(t) - \xi_R(t)| \\
|\xi_i(t) - \xi_j(t)| \\
|\dot{\xi}_i(t) - \rho|
\end{bmatrix} \leq K_s(t) 
\begin{bmatrix}
\|\zeta_0\| \\
\|e_{p_0}\| \\
\|\tilde{e}_v\|
\end{bmatrix}
\]
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where $K_s(t) \in \mathbb{R}^{3 \times 3}$ is defined as

\[
K_s(t) := \begin{bmatrix}
\kappa_{t,s} e^{-\lambda_s t} & \frac{\kappa_{t,s} e^{-\lambda_s t}}{\lambda_s - k_{PF}} (e^{-k_{PF} t} - e^{-\lambda_s t}) & \kappa_{t,v} \\
\kappa_{c,s} e^{-\lambda_s t} & \frac{\kappa_{c,s} e^{-\lambda_s t}}{\lambda_s - k_{PF}} (e^{-k_{PF} t} - e^{-\lambda_s t}) & \kappa_{c,v} \\
\kappa_{r,s} e^{-\lambda_s t} & \frac{\kappa_{r,s} e^{-\lambda_s t}}{\lambda_s - k_{PF}} (e^{-k_{PF} t} - e^{-\lambda_s t}) + \frac{k_{ep} e^{-k_{PF} t}}{k_{PF}} & \kappa_{r,v}
\end{bmatrix}.
\]

\(\Omega_s\) is a known non-empty set, \(\kappa_{t,s}, \kappa_{t,s} p, \kappa_{t,s} v, \kappa_{c,s}, \kappa_{c,s} p, \kappa_{c,s} v, \kappa_{r,s}, \kappa_{r,s} p,\) and \(\kappa_{r,s} v\) are known constants, and \(\lambda_s\) is the guaranteed rate of convergence.

**Proof.** Constants \(\kappa_{t,s}, \kappa_{c,s}\), and \(\kappa_{r,s}\), the bounds for the control gains \(k_R, k_P,\) and \(k_I\), and the rate of convergence \(\lambda_s\) are the same as in Theorem 3. The proof and expressions for \(\kappa_{t,s} p, \kappa_{t,s} v, \kappa_{c,s} p,\) \(\kappa_{c,s} v, \kappa_{r,s} p,\) and \(\kappa_{r,s} v\) are given in Appendix C.7.

The elements in matrix \(K_s(t)\) have been color coded using the same criteria as in Section 6.2.1. Notice also that \(K_s(t)\) has the same structure as \(K_r(t)\), but with different constants and rate of convergence. The reason for this resemblance is that strict temporal constraints are a particular case of mode \(\mathcal{C}_j\), where all link peers listen to the reference agent at all times.

### 6.3 Safety Criticality of the Coordination Protocols

Consider now a pair of UASs with identification numbers \(i\) and \(j\), equipped with the coordinated path-following algorithms described so far. The time-critical coordination algorithm has two feedback terms, both of importance for the safety of the cooperating peers: the coordination feedback \(u_c(t)\) attempts to synchronize the virtual targets to ensure safe separation among the UASs; and the target-tracking feedback \(u_T(t)\) slows or expedites the progress of the virtual targets along their trajectories if the actual vehicles are behind or ahead their targets. This establishes a negotiation process between the agents and their virtual targets that prevents vehicles from cutting corners, and thus avoids potential collisions with nearby obstacles, particularly in cluttered environments. These vehicles are also assigned time-deconflicted trajectories, as illustrated in Figure 6.4, that is

\[
\|p_{d,i}(t_d) - p_{d,j}(t_d)\| \geq d_s, \quad \forall t_d \in [t_{d_{\text{init}}}, t_{d_{\text{end}}}], \quad i, j \in \mathcal{I}, \quad i \neq j.
\]
Generally, the initial and final times of a pair of trajectories may not coincide. As a result, trajectories represented as a sequence of Bézier curves can be clipped accordingly using the de Casteljau algorithm so that the initial and final times of the trajectory segments being compared coincide, as in Equation (6.6). The safety distance used to deconflict these trajectories in the trajectory generation phase

\[ d_s = c_s (d_{p,i} + d_{p,j}); \]

is informed with the uncertainty distances \( d_{p,i} \) and \( d_{p,j} \), which account for the dimensions of the vehicle frames, and expected target-tracking errors under nominal conditions. The safety factor \( c_s > 1 \) provides an additional safety buffer for unmodeled errors. The desired trajectories and the coordination states of the UASs at time \( t \) determine the position of the virtual targets

\[ p_{\tau,i}(t) := p_{d,i}(\xi_i(t)), \quad p_{\tau,j}(t) := p_{d,j}(\xi_j(t)). \]

In addition, Lemma 1 provides a bound for the target-tracking errors as a function of time, which can be further simplified as follows:

\[ \|e_{p,i}(t)\| \leq \|e_{p,i0}\|e^{-k_{PF,i}(t-t_{dinit})} + \bar{e}_{v,i}k_{PF,i}, \quad \|e_{p,j}(t)\| \leq \|e_{p,j0}\|e^{-k_{PF,j}(t-t_{dinit})} + \bar{e}_{v,j}k_{PF,j}. \]  

(6.7)

These expressions define two balls centered at each of the virtual targets with a monotonically decreasing radius over time, which serve as bounding regions for the center of mass of each agent. As the virtual targets move, these balls define a pair of shrinking tubes, as illustrated in Figure 6.5.

Consequently, the distance between the centers of mass of vehicles \( i \) and \( j \) can be bounded by
\[ \| \mathbf{p}_i(t) - \mathbf{p}_j(t) \| = \| \mathbf{p}_{T,i}(t) + \mathbf{e}_{p,i}(t) - \mathbf{p}_{T,j}(t) - \mathbf{e}_{p,j}(t) \| \]
\[ \geq \| \mathbf{p}_{d,i}(\xi_i(t)) - \mathbf{p}_{d,j}(\xi_j(t)) \| - \mathbf{e}_{p,i}(t) - \| \mathbf{e}_{p,j}(t) \|. \]  

(6.8)

If the virtual targets were perfectly coordinated, that is \( \xi_i(t) \equiv \xi_j(t) \), then the distance between the virtual targets would be \( \| \mathbf{p}_{d,i}(\xi_i(t)) - \mathbf{p}_{d,j}(\xi_j(t)) \| \geq d_s \) for all \( \xi_i, \xi_j \in [t_{d_{init}}, t_{d_{end}}] \). However, Theorems 4, 5, and 6 provide bounds for the individual coordination errors. For simplicity, these bounds will be expressed within this section as

\[ |\xi_i(t) - \xi_j(t)| < \delta_{\xi_{i,j}}(\| \mathbf{\xi}_0 \|, \| \mathbf{e}_p \|, \| \mathbf{\bar{e}}_v \|, t), \]

for all the coordination strategies presented within this chapter. Henceforth, the arguments of \( \delta_{\xi_{i,j}} \) will be dropped for brevity. Moreover, the trajectories used within this thesis are uniformly continuous by construction, and thus for any \( \delta p_i > 0 \) there exists a \( \delta_{\xi_{i,j}} > 0 \) such that for all \( \xi_i, \xi_j \in [t_{d_{init}}, t_{d_{end}}] \) satisfying

\[ |\xi_i - \xi_j| < \delta_{\xi_{i,j}} \implies \| \mathbf{p}_{d,i}(\xi_i) - \mathbf{p}_{d,j}(\xi_j) \| < \delta p_i, \quad i, j \in \mathcal{I}, \quad i \neq j. \]  

(6.9)

Therefore, for every value of \( \xi_j(t) \in [t_{d_{init}}, t_{d_{end}}] \) there exists a bounded time interval where the
coordination state of the \(i\)th peer lies \(\xi_i(t) \in [\xi_j(t) - \delta \xi_{i,j}(t), \xi_j(t) + \delta \xi_{i,j}(t)]\). This bounded interval, the trajectory \(p_{d,i}\), and Equation (6.7) define a moving tube segment, illustrated in Figure 6.6 for times \(t_1\) and \(t_2\). Hence, to ensure safe separation between the coordinating agents, for every value of \(\xi_j(t) \in [t_{d_{\text{init}}}, t_{d_{\text{end}}}]\) the virtual target \(p_{d,j}(\xi_j(t))\) and the tube associated with the \(i\)th coordinating peer must be sufficiently separated, as depicted in Figure 6.6. To this end, Equation (6.9) yields
\[
\|p_{d,i}(\xi_i(t)) - p_{d,j}(\xi_j(t))\| \geq \|p_{d,i}(\xi_j(t)) - p_{d,j}(\xi_j(t))\| - \|p_{d,i}(\xi_i(t)) - p_{d,i}(\xi_j(t))\| > d_s - \delta p_i(t).
\]
Then, applying the same argument as in Equation (6.9) to \(p_{d,j}\), choosing the least conservative bound, and plugging the result in Equation (6.8) yields
\[
\|p_i(t) - p_j(t)\| > d_s - \min \{\delta p_i(t), \delta p_j(t)\} - \|e_{p,i}(t)\| - \|e_{p,j}(t)\|.
\]
Assume that the speed-tracking precisions under nominal conditions \(e_{v,i}\) and \(e_{v,j}\) are known in the trajectory generation phase, that the gains \(k_{P_{\text{F,i}}}\) and \(k_{P_{\text{F,j}}}\) used to compute the speed command in (2.11) are also known in the trajectory generation phase, and that the frames for vehicles \(i\) and \(j\) are bounded by a ball of radius \(r_{f,i}\) and \(r_{f,j}\) centered at the center of mass of each UAS. Then,
choosing
\[
d_{p,i} = r_{f,i} + \frac{\bar{e}_{v,i}}{k_{PF,i}}, \quad d_{p,j} = r_{f,j} + \frac{\bar{e}_{v,j}}{k_{PF,j}}
\]
for the trajectory generation algorithm yields
\[
\|p_i(t) - p_j(t)\| > r_{f,i} + r_{f,j} + (c_s - 1) \left( r_{f,i} + r_{f,j} + \frac{\bar{e}_{v,i}}{k_{PF,i}} + \frac{\bar{e}_{v,j}}{k_{PF,j}} \right) - \min \{ \delta p_i(t), \delta p_j(t) \} - \|e_{p,i_0}\| - \|e_{p,j_0}\|.
\]
Consequently, choosing a sufficiently large \(c_s\) ensures that vehicles \(i\) and \(j\) do not collide during the mission
\[
c_s \geq 1 + \sup_t \left( \min \{ \delta p_i(t), \delta p_j(t) \} \right) + \|e_{p,i_0}\| + \|e_{p,j_0}\| \Rightarrow \|p_i(t) - p_j(t)\| > r_{f,i} + r_{f,j}.
\]
In the fraction above, the numerator contains all the errors that are not modeled in the trajectory generation phase, while the denominator contains all the errors accounted for in this phase.

### 6.4 Online Monitoring of Coordination and Temporal Errors

Consider now a human operator in charge of supervising a fleet of \(n\) UASs subject to coordination and temporal constraints. Estimating the coordination and temporal errors from the location of the vehicles, as well as the implications that these may have for the success of a mission, can be challenging for a single person. Hence, to aid human operators interpret and visualize abidance to the coordination and temporal constraints during the execution of a mission, two types of spider charts, shown in Figures 6.7 and 6.8 are proposed.

Figure 6.7 presents the coordination constraints plot, which compares the coordination state of each vehicle with all its cooperating peers. This is represented in \(n(n-1)\) axes that are joined at the center of the chart. Each axis represents the coordination error \(\xi_i - \xi_j\) with \(i \neq j\), where \(i\) can be identified by the color of the filled circular marker, and \(j\) is
defined by the number at the outermost end of the axis. For tight coordination constraints, the vehicles are tasked to drive the coordination errors to zero. This coordination goal is represented by the zero polygon, highlighted in black. As a result, if the marker associated with the coordination error $\xi_i - \xi_j$ lies outside the zero polygon, then the $i$th vehicle is ahead of the $j$th vehicle; whereas a marker inside the zero polygon indicates that the $i$th UAS is running behind when compared to the $j$th agent. For instance, in Figure 6.7 agent 1 is ahead agent 2, but perfectly coordinated with vehicle 3. Likewise, one can infer at a glance that agent 4 is behind all of its peers.

Figure 6.8 shows the temporal constraint plots for unenforced, relaxed, and strict temporal constraints. In these charts, the coordination state of each vehicle is compared with the reference state. This is represented in $n$ axes that are joined at the center of the chart. Each axis represents the temporal error $\xi_i - \xi_R$, where $i$ can be identified either by the color of the marker, or the number at the outermost end of the axis. Note that the temporal goals are represented differently depending on the type of temporal constraints imposed:

i) Unenforced: since the vehicles are not asked to observe $\xi_R$, the vertices of the zero polygon are represented by empty circular markers in light gray just for reference, see Figure 6.8a.

ii) Relaxed: since the temporal goal is to maintain $\xi_i - \xi_R$ within the interval $[-\Delta_t, +\Delta_t]$, an outer and an inner polygon are used to delimit the boundaries of the desired temporal window, see Figure 6.8b. The figure illustrates a mission with four agents and thus the inner and outer polygons are squares.

iii) Strict: the zero polygon is highlighted in black to denote that the temporal goal is to drive all $\xi_i - \xi_R$ to zero, see Figure 6.8c.

### 6.5 Simulation Results

This section presents simulation results for a time-critical cooperative mission through a cluttered urban-like environment with tight coordination constraints and three types of temporal constraints: unenforced, relaxed, and strict. As a result, this section analyzes and compares three simulation runs with the same mission design, initial conditions, control gains, and time-varying network
Figures 6.8: Online monitoring plots for the temporal errors.

topology, but different temporal constraints. In these simulations, a group of eight UASs is tasked to converge to and follow their time-deconflicted trajectories while coordinating, to ensure that vehicles maintain a safe separation throughout the mission. The sequential arrival of all the UASs to their final destination in the center plaza, see Figure 6.18 marks the completion of the mission. In this scenario, coordination is safety critical since there are multiple narrow passages through which the UASs must pass sequentially. In fact, all vehicles must fly underneath a single arch to successfully complete the mission. Consequently, a lack of coordination in bottlenecks like this could lead to vehicle collisions. Figures 6.12 through 6.18 show snapshots of the mission, and online monitoring plots for the coordination and temporal errors at different times throughout the simulation. In these figures the top, middle, and bottom images always correspond to unenforced, relaxed, and strict temporal constraints, respectively.

The cooperating fleet is composed of eight heterogeneous multirotors: four quadcopters, two hexacopters, and two octocopters. The underlying dynamical model for each UAS is based on the work developed in [97, 98, 99]. It includes non-linear translational and rotational dynamics that are coupled as follows:

\[ \dot{p}_i(t) = v_i(t), \]
\[ m_i \dot{v}_i(t) = -f_{T,i}(t) R_{B,i}^T(t) e_3 + m_i g e_3 + f_{D,i}(t), \]
\[ \dot{R}_{B,i}(t) = R_{B,i}(t) (\omega^B_i(t))^\wedge, \]
\[ J_i \dot{\omega}^B_i(t) = -\omega^B_i(t) \times J_i \omega^B_i(t) + \tau^B_{T,i}(t) + \tau^B_{D,i}(t) + \tau^B_{G,i}(t), \]
where the subindex \( i \in I \) denotes the agent identification number; \( \mathbf{p}_i \in \mathbb{R}^3 \) is the position of the center of mass of the UAS expressed in the inertial frame \( \{I\} \) (North-East-Down); \( \mathbf{v}_i \in \mathbb{R}^3 \) is the inertial velocity; \( m_i \in \mathbb{R} \) is the mass; \( f_{T,i} \in \mathbb{R} \) is the total thrust generated by the rotors; \( \mathbf{R}_{B,i}^I \in \mathbb{R}^{3 \times 3} \) is the rotation matrix from the body frame \( \{B\} \) (Forward-Right-Down) to the inertial frame \( \{I\} \), see Figure 2.2; \( \mathbf{e}_3 := [0, 0, 1]^\top \) is the gravitational acceleration; \( g = 9.81 \text{ m/s}^2 \); \( \mathbf{f}_{D,i} \in \mathbb{R}^3 \) is the aerodynamic drag force expressed in \( \{I\} \); \( \omega_{B,i} \in \mathbb{R}^3 \) is the angular rate of the frame \( \{B\} \) with respect to \( \{I\} \) expressed in \( \{B\} \); \((\cdot)^\wedge\) denotes the hat map\(^1\); \( J_i \in \mathbb{R}^{3 \times 3} \) is the moment of inertia of the \( i \)-th UAS expressed in \( \{B\} \); \( \tau^B_{T,i} \in \mathbb{R}^3 \) is the total torque generated by the rotors expressed in \( \{B\} \); \( \tau^B_{D,i} \in \mathbb{R}^3 \) is the aerodynamic drag torque expressed in \( \{B\} \); and \( \tau^B_{G,i} \in \mathbb{R}^3 \) is the gyroscopic torque generated by the rotation of the rotors. The model used here includes rotational and translational drag, gyroscopic effects due to the rotation of the rotors, and coriolis effects. The blade flapping model proposed in [97] is not included for the sake of simplicity. Table 6.1 provides a summary of the characteristics of the UASs involved in the simulation, where \( J_q \), \( J_h \), and \( J_o \) denote the moment of inertia of the quadcopters, hexacopters, and octocopters, respectively.

To track the speed command generated by the cooperative path-following algorithm in Equation (2.11), each UAS implements a cascaded non-linear speed-tracking controller whose design leverages control strategies from [100, 101, 102, 103, 104, 105, 106, 107].

### Table 6.1: Vehicle configuration.

<table>
<thead>
<tr>
<th>Vehicle</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peer type</td>
<td>link</td>
<td>link</td>
<td>end</td>
<td>end</td>
<td>end</td>
<td>end</td>
<td>end</td>
<td>end</td>
</tr>
<tr>
<td>Rotors</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>8</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>( k_{PF,i} [1/\text{s}] )</td>
<td>0.60</td>
<td>0.65</td>
<td>0.60</td>
<td>0.65</td>
<td>0.60</td>
<td>0.65</td>
<td>0.60</td>
<td>0.65</td>
</tr>
<tr>
<td>( m_i [\text{kg}] )</td>
<td>0.55</td>
<td>0.70</td>
<td>0.55</td>
<td>0.85</td>
<td>0.55</td>
<td>0.70</td>
<td>0.55</td>
<td>0.85</td>
</tr>
<tr>
<td>( J_i [\text{kg m}^2] )</td>
<td>( J_q )</td>
<td>( J_h )</td>
<td>( J_q )</td>
<td>( J_q )</td>
<td>( J_h )</td>
<td>( J_q )</td>
<td>( J_h )</td>
<td>( J_o )</td>
</tr>
</tbody>
</table>

The QoS of the communication network that supports the time-critical coordination algorithms

\(^1\)Given a vector \( \mathbf{\omega} := [\omega_x, \omega_y, \omega_z]^\top \in \mathbb{R}^3 \), the hat map is defined as

\[
(\mathbf{\omega})^\wedge := \begin{bmatrix}
0 & -\omega_z & \omega_y \\
\omega_z & 0 & -\omega_x \\
-\omega_y & \omega_x & 0
\end{bmatrix}.
\]
is estimated using Equation (5.13), with a fixed $T = 2.00\text{s}$. To ensure the graph $\mathcal{G}(t)$ that represents the network satisfies Assumption $\mathcal{G}$, a pseudo-random sequence of Laplacian matrices that switches every 0.50s was generated to maintain $\hat{\mu}$ within the range shown in Figure 6.9. The initial value for the coordination states is $\xi_i(0) = 0.00\text{s}$ for all $i \in \mathcal{I}$, and the initial value for the integral states is $\chi_{\xi_0} = 1\text{s/s}$ for all $i \in \mathcal{I}_e$. The control gains and dwell times are\footnote{The tuning parameters given in Remarks 2, 4, 7 and Theorem 5 are conservative. For comparison and performance purposes some of the parameters chosen do not satisfy these bounds.}

$$
k_p = 0.20, \quad k_I = 0.08, \quad k_R = 0.40, \quad k_{\xi_p} = 2.50, \quad \tau_{R_0} = 0.00\text{s}, \quad \text{and} \quad \tau_{R_1} = 0.50\text{s}.$$

All the simulation runs include three events that significantly perturb the individual coordination and temporal errors. These events are introduced intentionally to evaluate how the time-critical coordination and path-following algorithms perform under realistic disturbances. The following list describes the nature and timing of these disturbances, as well as the effects on the cooperating fleet:

i) \textbf{Initial position error}: the cooperative path-following algorithm is engaged at $t = 5\text{s}$. At that time, the actual positions of the UASs present an offset with respect to the desired positions, as indicated in Table 6.2. This can also be observed in the norm of the position error, shown in Figure 6.19. Figure 6.12 shows a snapshot of the mission shortly after the cooperative path-following algorithm is engaged. In this figure the vehicles are already tilted towards the desired position in an attempt to converge to the path. Note also that the initial position error has propagated through the coordination dynamics, leading to coordination and temporal errors in all simulation runs. Figure 6.13 illustrates how, after some time, the path-following algorithm makes the vehicles converge to their virtual targets. Simultaneously, the
time-critical coordination algorithm synchronizes the virtual targets and enforces the desired temporal constraints. Three relevant symbols are visible in the 3D plot in Figure 6.13b:

- an empty circular marker $\bigcirc$ denotes the position of the virtual target $p_{r,i}(t) = p_{d,i}(\xi_i(t))$;
- a filled star $\bigstar$ represents the desired position given by the planned trajectory $p_{d,i}(\xi_R(t))$;
- and two $\times$ symbols are used to delimit the trajectory segment that meets the relaxed temporal constraints at time $t$. Therefore, the trailing and leading $\times$ markers are located at $p_{d,i}(\xi_R(t) - \Delta t(t))$ and $p_{d,i}(\xi_R(t) + \Delta t(t))$, respectively.

Table 6.2: Actual and desired vehicle positions at $t = 5$ s.

<table>
<thead>
<tr>
<th>Vehicle</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_i(t)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$ [m]</td>
<td>-13.50</td>
<td>-12.21</td>
<td>-5.93</td>
<td>-2.64</td>
<td>2.14</td>
<td>6.93</td>
<td>11.21</td>
<td>15.00</td>
</tr>
<tr>
<td>$y$ [m]</td>
<td>21.50</td>
<td>18.50</td>
<td>21.00</td>
<td>19.00</td>
<td>20.00</td>
<td>21.00</td>
<td>19.00</td>
<td>21.50</td>
</tr>
<tr>
<td>$z$ [m]</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
</tr>
<tr>
<td>$p_{d,i}(t)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$x$ [m]</td>
<td>-15.00</td>
<td>-10.71</td>
<td>-6.43</td>
<td>-2.14</td>
<td>2.14</td>
<td>6.43</td>
<td>10.71</td>
<td>15.00</td>
</tr>
<tr>
<td>$y$ [m]</td>
<td>20.00</td>
<td>20.00</td>
<td>20.00</td>
<td>20.00</td>
<td>20.00</td>
<td>20.00</td>
<td>20.00</td>
<td>20.00</td>
</tr>
<tr>
<td>$z$ [m]</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
<td>-1.50</td>
</tr>
</tbody>
</table>

ii) **Wind gust engaged**: a rectangular pulse with a magnitude of $8 \text{ m/s}$ is used to simulate a sudden wind gust. As depicted in Figure 6.10, the wind is engaged at $t = 20$ s. This disturbance is applied to all the UASs at the same time. However, the individual vehicle responses to the wind vary since the fleet is heterogeneous. Figure 6.14 shows a snapshot of the mission shortly after the wind gust is engaged. The arrows that appear next to each UAS icon denote the wind direction, which coincides with the direction of the drag force that pulls from each of the vehicles. This disturbance creates a position error that is clearly visible in Figure 6.19. As a result, Figure 6.14 shows an increase in the coordination and temporal errors. Notice that the overall effect of this wind gust is to push the fleet further behind the planned schedule. This can be inferred from the comparison of the temporal errors in Figures 6.13 and 6.14 or simply by looking at Figure 6.22. Note that while the wind is engaged the vehicles have difficulty tracking the virtual target and speed command with the same precision as with no wind, see Figures 6.19 and 6.20. However, as the speed-tracking controller of each UAS learns
to compensate for the wind, the position errors converge to a relatively small neighborhood of
the origin. As a result, Figure 6.15 shows how the coordination errors return to a reasonably
small neighborhood of the zero polygon, as expected for tight coordination constraints. Note
also that in Figure 6.15b, the temporal errors remain within the desired temporal window.
In Figure 6.15c, the temporal errors converge to a reasonably small neighborhood of the zero
polygon, as expected for strict temporal constraints.

iii) Wind gust disengaged: the sudden removal of the wind gust at \( t = 80 \) s causes the speed-
tracking controller of every vehicle to overcompensate for a non-existent disturbance. As
a result, the UASs overshoot their virtual targets, incurring in a position error shown in
Figure 6.19. Figure 6.16 provides a snapshot of the mission shortly after the wind gust
is removed. Again, the position error has propagated through the coordination dynamics,
leading to an increase in the coordination errors. As for the temporal error, the overall effect of
this disturbance is to advance the fleet forward along the mission, see Figure 6.22. After some
time, the speed-tracking controllers learn that the wind has ceased. Then, the path-following
algorithms are able to reduce the position errors. The time-critical coordination algorithm
cancels out the effects of this disturbance on the coordination errors, which converge to a
small neighborhood of the zero polygon, as shown in Figure 6.17. As expected, the temporal
errors continue to drift linearly over time for unenforced temporal constraints, see Figure 6.22a
or compare the temporal constraint plots in Figures 6.16a and 6.17a. For relaxed temporal
constraints, the temporal link weights persistently switch between 0 and 1, to ensure the fleet
remains within a small neighborhood of the temporal window, as shown in Figures 6.17b and
6.22b. Finally, if strict temporal constraints are enforced the temporal errors converge to a
small neighborhood of zero, as illustrated in Figures 6.17c and 6.22c.

Figure 6.11 shows the collective control effort defined in Equation (5.14) for the three simulation
runs. The three major events that lead to target-tracking errors can be easily identified at \( t = 5 \) s,
\( t = 20 \) s, and \( t = 80 \) s. Three conclusions can be deduced from Figure 6.11. First, the coordination
strategy with strict temporal constraints presents a more aggressive response to disturbances, since
the increase in \( \epsilon_a(t) \) at \( t = 5 \) s, \( t = 20 \) s, and \( t = 80 \) s is larger for strict temporal constraints. Second,
when the coordination strategy with relaxed temporal constraints is in mode \( \emptyset \), see Figure 6.22b.
the contribution to the control effort is the same as for unenforced temporal constraints, as expected. However, when system (6.3) switches to mode \( \bigcirc \) temporarily the control effort increases. Last, in the absence of disturbances the slope with which the control effort increases for unenforced temporal constraints is greater than that of strict temporal constraints. This is caused by the fact that the integral states under strict temporal constraints converge to a smaller neighborhood of the reference rate than under unenforced temporal constraints, see Figure 6.24.

Figure 6.21 shows the coordination error for unenforced, relaxed, and strict temporal constraints. In all simulation runs the coordination errors converge to a neighborhood of the origin as anticipated in Theorems 4, 5, and 6. Note that for relaxed temporal constraints the logic in Equation (6.4) results in the link peers switching their weights \( \omega_{R, i}(t) \) persistently once the fleet arrives at the boundary of the desired temporal window, see Figure 6.22b. These switches are designed to pull the end peers inside the temporal window, but also lead to a temporary increase in the coordination errors in Figure 6.21b.

Figure 6.22 shows the temporal errors and the link weights for the three simulation runs. Note the effects of engaging and disengaging the wind gust at \( t = 20 \) s and \( t = 80 \) s, respectively. As predicted in Theorem 4, the temporal error drifts linearly over time for unenforced temporal constraints, see Figure 6.22a. In the scenario with relaxed temporal constraints, the temporal error drifts linearly until the link peers reach the boundary of the temporal window, see Figure 6.22b between \( t = 90 \) s and \( t = 130 \) s. During that time the switched system is in mode \( \emptyset \). Then, the
link weights $\omega_{R_i}(t)$ switch persistently between 0 and 1 to prevent the drift of the temporal errors. Consequently, the system alternates between modes $\emptyset$ and $\bigodot$, ensuring that all temporal errors remain within a neighborhood of the temporal window, as anticipated in Corollary 2. Notice that the temporal window is set to a constant value $\Delta_t(t) \equiv 3\,s$. Finally, Figure 6.22c confirms that the temporal errors under strict temporal constraints converge to a small neighborhood of the origin, as proven in Theorem 6. The effect of these behaviors can also be observed in the temporal evolution of the coordination states, shown in Figure 6.23.

Figure 6.24 shows the integral states of the end peers. Note that for unenforced temporal constraints the integral states do not exactly learn the mission rate, see Figure 6.24a. This is responsible for the predicted drift of the temporal errors. The same behavior can be observed for relaxed temporal constraints while the system is in mode $\emptyset$, see Figure 6.24b between $t = 90\,s$ and $t = 130\,s$. However, when the link peers reach the boundary of the temporal window the end peers are forced to persistently correct their integral states as the the weights $\omega_{R_i}(t)$ are set to 1. Finally, when enforcing strict temporal constraints the integral states converge to an even smaller neighborhood around the desired mission rate $\dot{\xi}_{R}$, as shown in Figure 6.24c.

Figure 6.25 shows the coordination control signal. In all simulation runs the effects of the initial position errors and the wind gust are clearly visible at $t = 5\,s$, $t = 20\,s$, and $t = 80\,s$. As expected with a switching control strategy, the changes in the link weights under relaxed temporal constraints create a sudden change in the control signal, see Figure 6.25b.

Figure 6.26 shows the norm of the desired velocity as computed during the trajectory generation phase, the norm of the velocity command, and the norm of the actual vehicle velocity. Note that for unenforced and relaxed temporal constraints there is a noticeable lag between the desired speed and the speed command. This is expected and caused by the delays in the progress of the mission, which grow linearly over time for unenforced temporal constraints, are bounded for relaxed temporal constraints, and are close to zero for strict temporal constraints.

Figure 6.27 shows the temporal evolution of the distance among the centers of mass of the cooperating agents for the three coordination strategies discussed in this chapter. Note that the distance among vehicles is always greater than $0.50\,m$, which was established as the safe separation threshold and is marked by a dashed red line.
Figure 6.12: Simulation results 1 s after the time-critical coordination algorithm is engaged. The initial position errors lead to an increase in the coordination errors.
Figure 6.13: Simulation results 1 s before the wind gust is engaged. Vehicles adhere to their coordination and temporal constraints as expected.
Figure 6.14: Simulation results 3 s after the wind gust is engaged. The wind leads to an increase in the coordination errors, and delays the fleet with respect to the planned schedule.
Figure 6.15: Simulation results 25 s after the wind gust is engaged. Vehicles adhere reasonably to their coordination and temporal constraints considering the challenge posed by the wind.
Figure 6.16: Simulation results 3 s after the wind gust is disengaged. The vehicles temporarily overshoot their virtual targets, which leads to an increase in the coordination errors.
Figure 6.17: Simulation results 50 s after the wind gust is disengaged. Vehicles adhere to their coordination and temporal constraints as expected.
Figure 6.18: Results at the conclusion of the simulation. Vehicles adhere to their coordination and temporal constraints as expected.
Figure 6.19: Position-tracking errors.

Figure 6.20: Speed-tracking errors.

Figure 6.21: Coordination errors.
Figure 6.22: Temporal errors (top) and temporal link weights (bottom).
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Figure 6.23: Coordination states.
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Figure 6.24: Integral states.
Figure 6.25: Coordination control signal.

Figure 6.26: Speed profiles.
Figure 6.27: Separation distance among vehicles.
Chapter 7

Loose Cooperative Path Following

This chapter proposes a distributed time-critical control law for loose coordination under a variety of temporal constraints. The algorithm requires each agent to exchange an additional variable over the network when compared to the tight coordination protocol. The design of a distributed estimator leads to this increase in the network traffic, and allows end peers to learn the reference state and rate without reaching consensus on their coordination states. To illustrate the performance of this protocol with non-ideal target-tracking conditions, simulation results for a group of eight cooperating peers are provided for unenforced, relaxed, and strict temporal specifications.

7.1 Learning the Reference Rate and State

As shown in Chapter 5, tight coordination relies on the consensus of the coordination states to make the end peers learn the reference rate. Recall that this is the purpose of the integral state $\chi_i(t)$. In the case of loose coordination, agreement in the coordination states will likely not be achieved, as specified in the control objective in Equation (2.15a). To overcome this difficulty, the fleet implements a distributed estimator for the reference state. To this end, agents exchange over the network a local estimate of the reference state $\hat{\xi}_{R,i}(t)$ with their cooperating peers. Since the link peers have access to the reference information, the following estimator is proposed

$$
\dot{\hat{\xi}}_{R,i} = \hat{\xi}_R, \quad \hat{\xi}_{R,i}(0) = \xi_R(0), \quad i \in \mathcal{I}_c,
$$

while the estimator for the end peers is

$$
\dot{\hat{\xi}}_{R,i}(t) = -k_p \sum_{j \in \mathcal{N}_i} \left( \hat{\xi}_{R,i}(t) - \hat{\xi}_{R,j}(t) \right) + \chi_i(t), \quad \hat{\xi}_{R,i}(0) = \hat{\xi}_{R_0,i}, \quad i \in \mathcal{I}_e,
$$
\[ \dot{\chi}_i(t) = -k_p \sum_{j \in \mathcal{N}_i} \left( \dot{\xi}_{R,i}(t) - \dot{\xi}_{R,j}(t) \right), \quad \chi_i(0) = \chi_{i_0}, \quad i \in \mathcal{I}_e, \quad (7.1) \]

where \( \hat{k}_p \) and \( \hat{k}_l \) are control gains. This protocol still utilizes \( \chi_i(t) \) to learn the reference rate \( \dot{\xi}_R \). However, contrary to the protocol in (5.2), the evolution of \( \chi_i(t) \) in Equation (7.1) does not depend on the type of temporal constraints imposed on the system. This resolves a slight inconvenience about the tight coordination protocol observed in Figure 5.8 where the rate of convergence of \( \chi_i(t) \) to \( \dot{\xi}_R \) slows down as the temporal constraints become more stringent. In addition, the protocol for tight coordination subjects the dynamics of \( \chi_i(t) \) to the perturbations introduced by the target-tracking feedback \( u_{r_{i,j}}(t) \). Therefore, under non-ideal tracking conditions \( \chi_i(t) \) does not fully converge to \( \dot{\xi}_R \). This is proved in Theorems 4, 5, and 6 for unenforced, relaxed and strict temporal constraints, and confirmed through the simulation results presented in Chapter 6. Recall also, that the inability of \( \chi_i(t) \) to accurately converge to \( \dot{\xi}_R \) is fully responsible for the drift in the temporal error described in Theorem 4. Now, Equation (7.1) does not propagate the perturbation introduced by \( u_{r_{i,j}}(t) \) through the dynamics of the integral state. Consequently, it is expected that the proposed estimator defines a more accurate mechanism to teach \( \dot{\xi}_R(t) \) and \( \dot{\xi}_R \) to the end peers, and does not lead to drift in the temporal error for unenforced temporal constraints under non-ideal target-tracking conditions, and the network Assumptions 3 through 5.

### 7.2 Distributed Coordination Control Law

To solve the multi-objective problem for loose coordination defined in (2.15), the coordination states \( \xi_i(t) \) are no longer shared over the network. Instead, the agents exchange a local estimate of the fleet-average coordination state \( \dot{\xi}_{a,i}(t) \), together with the estimate of the reference state \( \dot{\xi}_{R,i}(t) \). As a result, this protocol requires each cooperating peer to share one more variable over the network than the control law for tight coordination. However, the fact that \( \xi_i(t) \) has become an internal state—only known by the \( i \)th agent—has cybersecurity implications. Recall that \( \xi_i(t) \) governs the evolution of the \( i \)th virtual target, see Equation (2.8). Therefore, now not even a neighboring UAS that stores in memory the trajectory assigned to the \( i \)th vehicle can predict with accuracy the position of such agent at time \( t \), unless additional information is shared over the network.
Accordingly, the following distributed protocol is proposed for the link peers:

\[
\begin{align*}
\dot{u}_{c,i}(t) &= -k_p \omega_{c,i} (\xi_i(t) - \xi_{a,i}(t)) - k_R \omega_{R_i} (\xi_i(t) - \xi_{R,i}(t)) + \dot{\xi}_{R,i}, \\
\dot{\xi}_{a,i}(t) &= -k_p \sum_{j \in \mathcal{N}_i} (\xi_{a,i}(t) - \xi_{a,j}(t)) - k_R \omega_{R_{ai}} (\xi_{a,i}(t) - \xi_{R,i}(t)) + \dot{\xi}_{R,i} + u_{\tilde{c},i}(t),
\end{align*}
\]

where \( k_R, k_p, \) and \( k_i \) are control gains, \( \omega_{R_i} \) and \( \omega_{R_{ai}} \) are reference link weights that enforce the different types of temporal constraints; whereas \( \omega_{c,i} \) is the coordination link weight, and is responsible for the loose coordination behavior. The long-track target-tracking error feedback \( u_{\tilde{c},i}(t) \) is defined in Equation (2.13). Table 7.1 summarizes the logic design for \( \omega_{R_i} \) and \( \omega_{R_{ai}} \) under unenforced, relaxed, and strict temporal constraints. For unenforced or strict temporal constraints \( \omega_{R_i} \) and \( \omega_{R_{ai}} \) are identically equal to 0 or 1, respectively. However, for relaxed temporal constraints Table 7.1 defines a state-dependent switching logic subject to slow switching constraints. Here, \( t_{R_i}^i \) and \( t_{R_{ai}}^i \) identify the last time the ith peer switched the value of \( \omega_{R_i} \) and \( \omega_{R_{ai}} \), respectively; \( \omega_{R_i}^+(t_{R_i}^i) \) and \( \omega_{R_{ai}}^+(t_{R_{ai}}^i) \) define the limit from the right of the corresponding weights at times \( t_{R_i}^i \) and \( t_{R_{ai}}^i \). The dwell times \( \tau_{R_0} \) and \( \tau_{R_1} \) define the minimum times \( \omega_{R_i} \) and \( \omega_{R_{ai}} \) will be set to 0 or 1, respectively. Finally, the switching law for the coordination link weights is

\[
\omega_{c,i}(t) = \begin{cases} 
1, & \text{if } |\xi_i - \xi_{a,i}| \geq \frac{\Delta_i(t)}{2} \land t - t_{c,a}^i > \tau_{c_0}, \\
0, & \text{if } |\xi_i - \xi_{a,i}| < \frac{\Delta_i(t)}{2} \land t - t_{c,a}^i > \tau_{c_1}, \\
\omega_{c,i}^+(t_{c,a}^i), & \text{otherwise},
\end{cases}
\]

where \( t_{c,a}^i \) denotes the last time the ith agent switched the value of \( \omega_{c,i} \), and \( \omega_{c,i}^+(t_{c,a}^i) \) is the limit from the right at \( t_{c,a}^i \). Again, to avoid Zeno behavior the dwell times \( \tau_{c_0} \) and \( \tau_{c_1} \) define the minimum times \( \omega_{c,i} \) will be set to 0 or 1, respectively. Note that the logic for the coordination link weight depends on the half-width of the coordination window \( \Delta_i(t) \), as opposed to the full width of the temporal window \( \Delta_i(t) \) used in Table 7.1.
Table 7.1: Reference link-weight logic under different types of temporal constraints.

<table>
<thead>
<tr>
<th></th>
<th>Unenforced</th>
<th>Relaxed</th>
<th>Strict</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_{R_i}(t) \equiv 0 )</td>
<td>( \omega_{R_i}(t) = \begin{cases} 1, &amp; \text{if }</td>
<td>\xi_i - \hat{\xi}_{R_i,i}</td>
<td>\geq \Delta_i(t) \land t - t_{R_i} &gt; \tau_{R_0}, \ 0, &amp; \text{if }</td>
</tr>
<tr>
<td>( \omega_{R_a}(t) \equiv 0 )</td>
<td>( \omega_{R_a}(t) = \begin{cases} 1, &amp; \text{if }</td>
<td>\xi_{a,i} - \hat{\xi}_{R_i,i}</td>
<td>\geq \Delta_i(t) \land t - t_{R_a} &gt; \tau_{R_0}, \ 0, &amp; \text{if }</td>
</tr>
</tbody>
</table>

7.3 Online Monitoring of Coordination Errors

Section 6.4 proposed a set of plots to enhance operator awareness of the coordination and temporal state of the mission. The same spider plots presented in Section 6.4 are used to monitor the coordination and temporal errors in the simulation section of this chapter. Figure 7.1 introduces a few modifications to the coordination chart to represent loose coordination constraints. Again, given a fleet of \( n \) UASs participating in a cooperative mission, a chart with \( n(n-1) \) axes that are joined at the center is used to represent the coordination constraints. Each axis represents the coordination error \( \xi_i - \xi_j \) with \( i \neq j \), where \( i \) is identified by the color of the filled circular marker, and \( j \) is defined by the number at the outermost end of each axis. In Figure 7.1, the vertices of the zero polygon are represented by empty circular markers in light gray, just for reference. If the marker associated with the error \( \xi_i - \xi_j \) lies outside the zero polygon, then the \( i \)th peer is ahead of the \( j \)th peer; whereas a marker inside the zero polygon indicates that the \( i \)th UAS is running behind when compared to the \( j \)th agent. Since the coordination goal is to maintain \( \xi_i - \xi_j \) within the interval \([ -\Delta_c(t), +\Delta_c(t) ]\), an outer and inner polygon are used to delimit the boundaries of the temporal window, highlighted in black in Figure 7.1. In this example, vehicle 1 is ahead of vehicles 2 and 4, and perfectly coordinated with vehicle 3. However, vehicle 1 meets its coordination
constraints with vehicles 2 and 3, but violates the coordination constraints with vehicle 4, since the corresponding marker does not lie between the inner and outer polygons. The following section leverages this plot to present simulation results for loose coordination with unenforced, relaxed, and tight temporal constraints.

7.4 Simulation Results

This section presents simulation results for the same cooperative mission as in Section 6.5 but with loose coordination and three types of temporal constraints: unenforced, relaxed, and strict. As a result, this section compares three simulation runs with the same mission design, initial conditions, time-varying network topology, wind disturbances, link and end peers, vehicle frames, underlying vehicle dynamics, speed-tracking controllers, and control gains as in Section 6.5. The additional control knobs introduced by the loose coordination protocol are

\[
\hat{k}_p = 0.20, \quad \hat{k}_l = 0.05, \quad \tau_{c0} = 0.00 \text{ s}, \quad \text{and} \quad \tau_{c1} = 2.00 \text{ s}.
\]

The initial conditions for the additional states introduced by the loose coordination protocol are

\[
\hat{\xi}_R(0) = [0.00, 0.00, 0.50, 0.40, 0.30, 0.60, 0.10, 0.70]^\top \text{ s},
\]

where \(\hat{\xi}_R(t) := \left[\hat{\xi}_{R,1}(t), \ldots, \hat{\xi}_{R,n}(t)\right]^\top\), and \(\xi_{a,i} = 0.00 \text{ s} \) for all \(i \in \mathcal{I}\). Recall that agents 1 and 2 in Section 6.5 are defined as link peers. Note that the initial conditions above indicate that \(\hat{\xi}_{R,i}(t)\) is not initialized at \(\xi_R(0)\) for all end peers. This discrepancy is introduced intentionally to observe the behavior of the new reference state estimator. Figure 7.2 shows the estimation error. As expected, the estimate of the reference state \(\hat{\xi}_{R,i}(t)\) converges to \(\xi_R(t)\) for all the UASs. On the other hand, Figure 7.3 shows the temporal evolution of the integral states. As anticipated in Section 7.1, the integral states accurately learn the reference rate \(\dot{\xi}_R\), and their responses are invariant to the different types of temporal constraints, unlike the tight coordination protocol.

As in Section 6.5, all the simulation runs include three events that significantly perturb the individual coordination and temporal errors. These events are also introduced intentionally to
observe how the time-critical coordination and path-following algorithms perform under realistic disturbances, and serve to organize the chronology of the mission in three main sections:

i) **Initial position error**: the cooperative path-following algorithm is engaged at $t = 5\, \text{s}$. At this time, the positions of the UASs present an offset with respect to the desired positions in the trajectory, as illustrated in Figure 7.12. Figure 7.5 shows a snapshot of the mission shortly after the cooperative path-following algorithm is engaged. As expected, the multirotors are tilted towards their virtual targets in an attempt to reduce the position error and converge to the path. Recall that the location of the virtual targets is depicted by an empty circular marker $\bigcirc$, whereas the planned location as computed during the trajectory generation phase is marked by a filled star $\star$. In Figure 7.5 the target-tracking feedback $u_{T_i}(t)$ has propagated the initial position error through the coordination dynamics, leading to coordination and temporal errors that in some cases surpass the desired values. Figure 7.6 illustrates how, after some time, the path-following controller is able to reduce the position errors, and the
distributed coordination protocol drives the coordination states to the coordination window. Note also that the vehicles adhere reasonably to their temporal constraints. An additional symbol is visible in Figure 7.6. The two \( \times \) markers delimit the trajectory segment that meets the desired temporal constraints. At this time, all virtual targets are located between their \( \times \) markers, denoting that all vehicles meet their temporal constraints.

ii) **Wind gust engaged**: the same wind gust as in Section 6.5 is engaged at \( t = 20 \) s. Figure 7.7 shows a snapshot of the mission shortly after the wind gust is engaged. The arrows that appear next to each UAS icon indicate the wind direction. As expected, this disturbance induces a position error, as illustrated in Figure 7.12. The overall effect of this wind gust is to delay the progress of the fleet when compared to the planned schedule. This can be inferred from the plunge in the temporal errors at \( t = 20 \) s, shown in Figure 7.16. Note also that while the wind is engaged the underlying speed-tracking controller has difficulty tracking the speed command with the same precision as without wind, see Figure 7.13 between \( t = 20 \) s and \( t = 80 \) s. However, as the speed-tracking controller learns to partially compensate for the wind the position errors shrink to a smaller neighborhood of the origin, see Figure 7.12 between \( t = 20 \) s and \( t = 80 \) s. Figure 7.8 shows that after some time the coordination and temporal errors converge back to nominal values.

iii) **Wind gust disengaged**: the sudden removal of the wind gust at \( t = 80 \) s causes the underlying speed-tracking controller to overcompensate for a non-existent disturbance. As a result, the UASs overshoot their virtual targets, incurring in the position error illustrated in Figure 7.12. The overall effect of this disturbance is to push the vehicles ahead along the mission. This can be observed in the sudden increase in the temporal errors depicted in Figure 7.16 at \( t = 80 \) s. Figure 7.9 shows a snapshot of the mission shortly after the wind gust is disengaged. The effects of this disturbance are more evident in Figure 7.9c where some of the coordination errors exceed the desired coordination window, and all the temporal errors lie outside the zero polygon. Figure 7.10 shows that eventually the fleet overcomes this disturbance and negotiates over the network to meet their coordination and temporal constraints with precision. Finally, Figure 7.11 shows a snapshot of the cooperating effort at the end of the mission, where the coordination and temporal assignments are met successfully.
Figure 7.4 shows the collective control effort defined in Equation (6.11) for the three simulation runs in this chapter. The three major events that lead to coordination and temporal errors can be clearly identified at $t = 5\, s$, $t = 20\, s$, and $t = 80\, s$ by a steep increase in $\epsilon_u(t)$. This is also clearly visible in the coordination control signals in Figure 7.14. Three conclusions follow from the comparison of the control effort for tight and loose coordination in Figures 6.11 and 7.4. First, as with tight coordination, the strategies with more stringent temporal constraints in Figure 7.4 present a more aggressive response to disturbances, which yields a greater $\epsilon_u(t)$. Second, $\epsilon_u(t)$ is much smaller for the loose coordination strategies. These results indicate that to reduce the collective coordination control effort operators should choose the least stringent set of coordination and temporal constraints that guarantee the successful completion of the mission. Third, while $\epsilon_u(t)$ increases linearly in the absence of disturbances for tight coordination, see Figure 6.11, $\epsilon_u(t)$ plateaus for loose coordination constraints, see Figure 7.4. This is one of the intended effects of the reference state estimator introduced in Section 7.1. Recall that under non-ideal target-tracking conditions the integral state $\chi_i(t)$ converges to a small neighborhood of the origin for tight coordination. This yields the linear increase in $\epsilon_u(t)$, shown in Figure 6.11. However, with the reference state estimator the integral state $\chi_i(t)$ converges to $\dot{\xi}_R$. As a result, $\epsilon_u(t)$ remains constant after the external disturbances cease.

Figure 7.15 presents the temporal evolution of the coordination errors $\xi_i(t) - \xi_j(t)$, the distance to the local estimate of the fleet-average coordination state $\xi_i(t) - \xi_{a,i}(t)$, and the coordination link weights $\omega_{ci}$. In all simulation runs the coordination errors converge to the desired coordination window. However, in the presence of strict temporal constraints the coordination errors also converge to a small neighborhood of the origin. In this case, the coordination states are tasked to track the reference state, and thus all agents reach consensus on their coordination states too. This result begs the question: What is the difference between tight and loose coordination with
strict temporal constraints? The answer is two fold. First, the end result is similar. All agents reach consensus on the coordination states and track their reference state with some precision. Second, the difference is tactical. Under tight coordination the system is instilled a sense of urgency, and puts in an additional control effort to drive the coordination errors to zero. This is useful when vehicles fly in very close proximity, and tight coordination is safety critical. On the other hand, loose coordination implies that a precise agreement on the coordination states is not safety critical, as long as the coordination errors are maintained within some bounds. This is common in far and mid-proximity operations. However, the strict temporal constraints indicate that the time of arrival at certain locations is of importance for the success of the mission. As intended by the logic in Equation (7.2), the coordination weights in Figure 7.15 switch their value to 1 when 
\[ |\xi_i(t) - \xi_{a,i}(t)| \geq \Delta_c/2 \]
since, \( \tau_{c_0} = 0.00 \text{ s} \).

Figure 7.16 shows the time evolution of the temporal errors \( \xi_i(t) - \xi_R(t) \), the estimate of the temporal errors \( \xi_i(t) - \hat{\xi}_{R,i}(t) \), and the reference link weights \( \omega_{Ri} \). In all simulation runs \( \xi_i(t) - \xi_R(t) \) converge to a small neighborhood of the desired set, marked by the black dashed lines. Notice the effects of engaging and disengaging the wind gust at \( t = 20 \text{ s} \) and \( t = 80 \text{ s} \), respectively. As intended by the logic in Table 7.1 for unenforced and strict temporal constraints the reference link weights are identically 0 or 1, respectively. However, for relaxed temporal constraints the reference weights change their value to 1 as soon as 
\[ |\xi_i(t) - \hat{\xi}_{R,i}(t)| \geq \Delta_t, \] since \( \tau_{R_0} = 0.00 \text{ s} \).

Figure 7.17 shows the norm of the desired velocity as computed during the trajectory generation phase, the norm of the velocity command, and the norm of the actual vehicle velocity. Note that for unenforced and relaxed temporal constraints there is an offset between the desired speed and the speed command. This is expected and caused by the discrepancies between the coordination and reference states, illustrated in Figure 7.16.

Finally, Figure 7.18 shows the temporal evolution of the distance among the centers of mass of the cooperating agents for the three coordination strategies discussed in this chapter. Note that the distance among vehicles is always greater than 0.50 m, which was established as the safe separation threshold and is marked by a dashed red line.
Figure 7.5: Simulation results 1 s after the time-critical coordination algorithm is engaged. The initial position errors lead to an increase in the coordination errors.
Figure 7.6: Simulation results 1 s before the wind gust is engaged. Vehicles adhere reasonably to their coordination and temporal constraints as expected.
Figure 7.7: Simulation results 3 s after the wind gust is engaged. The wind leads to an increase in the coordination errors, and delays the fleet with respect to the planned schedule.
Figure 7.8: Simulation results 25 s after the wind gust is engaged. Vehicles adhere reasonably to their coordination and temporal constraints considering the challenge posed by the wind.
Figure 7.9: Simulation results 3 s after the wind gust is disengaged. The vehicles temporarily overshoot their virtual targets, which leads to an increase in the coordination errors.
Figure 7.10: Simulation results 50 s after the wind gust is disengaged. Vehicles adhere to their coordination and temporal constraints as expected.
Figure 7.11: Results at the conclusion of the simulation. Vehicles adhere to their coordination and temporal constraints as expected.
Figure 7.12: Position-tracking errors.
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Figure 7.13: Speed-tracking errors.
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Figure 7.14: Coordination control signal.
Figure 7.15: Coordination errors (top), difference between the coordination state and the estimate of the fleet-average coordination state (middle), and coordination link weights (bottom).
Figure 7.16: Temporal errors (top), estimated temporal error by each cooperating peer (middle), and reference link weights (bottom).
Figure 7.17: Speed profiles.

Figure 7.18: Separation distance among vehicles.
Chapter 8

Conclusions and Future Work

This chapter closes the thesis with a summary of the contributions, the conclusions of this work, and future lines of research.

8.1 Conclusions

This thesis undertakes the problem of cooperative motion planning and control through cluttered environments. The objective is to steer a fleet of UASs through complex scenarios, while enforcing a variety of coordination and temporal constraints. The thesis is divided in two focus areas. The first part develops a centralized cooperative trajectory-generation framework for cluttered environments. It yields smooth piecewise parameterized trajectories that maintain safe separation with obstacles and cooperating peers. The second part develops a collection of distributed coordination protocols that capture a broader spectrum of coordination and temporal constraints than existing algorithms. These two parts are designed to integrate seamlessly with each other. Their consolidation into a unified architecture expands the range of cooperative missions that can be automated, and narrows the gap in versatility between human operators and cooperative motion control algorithms. Three conclusions follow from the work in cooperative trajectory generation for cluttered environments:

i) A geometric model that explicitly considers the uncertainty in obstacles and vehicle motion is proposed. Obstacles are represented by a polytope and an uncertainty distance. Similarly, vehicle motions are represented by piecewise Bézier curves and an uncertainty distance. These uncertainty distances capture the expected errors in the geometric description and location of the polytopes, as well as the vehicle dimensions and expected path-following errors. If a method to characterize these uncertainties is available, this yields a systematic approach for motion planning in uncertain scenarios.
ii) Novel geometric queries are proposed to aid motion-planning algorithms in cluttered and uncertain scenarios. The silhouette can be a useful geometric query to increase the probability of finding a path through a narrow passage for sample-based motion-planning algorithms. In addition, tolerance verification queries are an efficient mechanism to deconflict trajectories. They avoid the expensive step of explicitly computing the uncertainty buffers around the objects in the geometric model. To this effect, this thesis proposes tolerance verification queries for a polytope and a Bézier curve, and a pair of Bézier curves.

iii) A silhouette-informed sample-based motion-planning method is put forward in this thesis. The algorithm balances the narrow passage search—provided by the silhouette—with the random exploration of the configuration space. It successfully informs the generation of a tree through the narrow corridors in a cluttered urban-like environment. The output is processed by an edge-reduction technique posed as a linear programming problem, and a CNC-inspired smoothing algorithm that uses PH Bézier curves. The result is a piecewise $G^2$ continuous path for each of the cooperating peers. Then, a centralized cooperative speed-assignment algorithm designs the speed profiles for all cooperating agents, and enforces temporal separation among vehicle trajectories. The resulting trajectories are piecewise $C^2$ continuous curves that meet desired boundary conditions, safe separation, and dynamic constraints. The algorithm differs from existing approaches in the use of silhouette information, the tolerance verification queries developed explicitly for this application, and a different formulation of the curve reparameterization problem that decouples the design of the spatial and temporal components of the trajectory.

On the other hand, these conclusions follow from the time-critical coordination work:

i) This thesis defines six standard time-critical coordination strategies that result naturally from the combination of two types of coordination constraints—tight and loose—and three types of temporal constraints—unenforced, relaxed, and strict. Prior to this work, coordinated path-following algorithms were available for two of these six strategies—tight coordination with unenforced and strict temporal constraints.

ii) Distributed protocols are proposed for the six time-critical coordination strategies. The tight
coordination protocols require the vehicles to exchange a single variable with their peers over the network, whereas loose coordination protocols require the exchange of two variables. While this increases the network traffic, it also presents several structural advantages.

iii) Algebraic graph, Lyapunov, switched systems, and finite state machine theory are combined to prove that the tight coordination protocols solve the coordination problem under ideal virtual-target-tracking conditions. Transient and steady state performance bounds are derived as a function of the QoS of the communication network. These results are extended using perturbation theory for realistic virtual-target-tracking conditions. The resulting theorems indicate that the coordination and temporal errors converge to a neighborhood of the control objective. All the proofs are constructive, and provide a range for the tuning parameters that assures the system is stable. Both the transient performance bounds and range of suitable tuning parameters are conservative due to the complexity of the system dynamics and the concatenation of different Lyapunov tools, particularly for relaxed temporal constraints.

iv) To illustrate the efficacy of these algorithms, a simulated cooperative mission through a cluttered urban-like environment is presented for each of the time-critical coordination strategies. The results show that the protocols successfully impose the desired spectrum of coordination and temporal constraints, even in the presence of external disturbances such as wind gusts. To help interpret the simulation results, and aid human operators monitor adherence to the coordination and temporal constraints, this thesis proposes two spider plots.

v) Less stringent coordination and temporal constraints often lead to a smaller collective coordination control efforts. Thus, human operators should select the least stringent set of constraints that guarantee the successful completion of the mission.

Finally, two design principles were fundamental in breaking down a non-linear networked problem with switched dynamics into multiple tractable problems. First, a cascaded structure that relies on the inner-loop controllers to stabilize the vehicle dynamics is used to track the commands produced at the kinematic level by the cooperative path-following algorithm. Second, decoupling space and time both within the coordinated path-following and motion-planning algorithms facilitates the design of more complex behaviors, and the derivation of performance bounds.
8.2 Future Work

The work in this thesis could be expanded if several fundamental results were available. First, the design of continuous proximity queries between polyhedral objects and parametric curves with associated uncertainties can be used to include dynamic obstacles in the trajectory generation phase, as long as these obstacles can be parameterized as a function of the mission time. Second, a passivity condition for directed networked systems that does not assume the underlying graph is connected at some point during the mission would serve to relax the network assumptions within this thesis.

The cooperative trajectory-generation framework presented in this thesis includes a simplified dynamic model, and ignores communication constraints among vehicles. Future work should consider the thrust limits of the rotors within a UAS to accurately determine if a trajectory satisfies its dynamic constraints. Communication constraints such as transceiver range, line-of-sight communications, and obstacle obstructions must be taken into account to ensure vehicles do not lose contact with their cooperating peers for prolonged periods of time. In addition, decentralization of the proposed motion-planning algorithms can be used to leverage the computational power of all the agents participating in the cooperative effort.

In complex time-critical scenarios, the definition of feasible boundary constraints by human operators, such as the time of arrival, may pose a challenging problem. Automated reachability analyses can provide human operators with a reasonable expectation of the workload and demands they can request of the cooperating fleet. In line with these aids to mission management, further integration between motion planning and time-critical coordination can be helpful in a real scenario. To this effect, an analysis tool that consumes the assigned trajectories and identifies soft and hard bounds for the coordination and temporal windows can assist mission management and safety monitoring. Contrary to the work in this thesis, time-varying coordination and temporal windows would be designed automatically. The soft bounds would specify the coordination control objective; whereas hard bounds would trigger a trajectory recomputation, so the fleet can adapt to off-nominal mission states.

Regarding the time-critical coordination protocols, this thesis does not present stability analyses for loose coordination. The development of proofs that provide transient and steady-state
performance bounds for these algorithms would improve the trustworthiness of the loose coordination protocols. This thesis identifies that the switching logic for the link weights in loose coordination and relaxed temporal constraints leads to smaller bounds on the allowable position error and velocity-tracking precision. These bounds ensure the velocity command remains within the flight envelope. Other switching strategies can be explored to mitigate this. Moreover, some of the structural advantages identified in the use of a distributed reference state estimator in loose coordination can be used to redesign the tight coordination protocols. Future research should also consider communication delays, malicious attacks on the communication network, channel noise, and directed communication links. Finally, the derivation of agent-specific time-critical coordination protocols is still an unresolved problem. However, it holds potential to further extend the flexibility of cooperative motion control algorithms, and expand the class of missions that can be automated with the proposed framework.
Appendix A

Algorithms

Algorithm 1: Tolerance verification algorithm for a polytope and a Bézier curve.

1 function toleranceVerificationPolytopeBezier(O, pd, ds);

   Input : O polytope
   pd(ζ) Bézier curve of degree n with control points p̄di and i = 0, . . . , n
   ds safe separation distance

   Output : vt tolerance verification result
   vt = true, if d(O,pd) > ds + ε
   vt = false, otherwise

2 P ← controlPolytope(pd);  \Comment{\mathcal{V}-representation with no boundary information}
3 v ← GJKTolerance(O, P, ds);  \Comment{Tolerance verification between O and P}
4 if v then
5     vt ← true;  \Comment{O and P are at least ds apart ⇒ d(O,pd) > ds}
6 else
7     v ← GJKTolerance(O, p̄d0, ds);  \Comment{Tolerance verification between O and p̄d0}
8     if v then
9         v ← GJKTolerance(O, p̄dn, ds);  \Comment{Tolerance verification between O and p̄dn}
10        if v then
11           (qd, rd) ← deCasteljau(pd, 0.5);  \Comment{Curve subdivision at ζ = 0.5}
12           vt ← toleranceVerificationBezierPolytope(O, qd, ds);  \Comment{Recursive call}
13           if vt then
14               vt ← toleranceVerificationBezierPolytope(O, rd, ds);  \Comment{Recursive call}
15           end
16        else
17           vt ← false;  \Comment{Cannot guarantee O and p̄dn are ds apart}
18       end
19     else
20         vt ← false;  \Comment{Cannot guarantee O and p̄d0 are ds apart}
21 end
22 return vt
Algorithm 2: Tolerance verification algorithm for a pair of Bézier curves.

1 function toleranceVerificationBezierBezier(p₁d₁, p₂d₂, dₛ):
    Input : p₁d₁(ζ) Bézier curve of degree n₁ with control points \( \bar{p}^1_{d₁} \) and \( i = 0, \ldots, n₁ \)
             p₂d₂(ζ) Bézier curve of degree n₂ with control points \( \bar{p}^2_{d₂} \) and \( i = 0, \ldots, n₂ \)
             dₛ safe separation distance

    Output : vₜ tolerance verification result
        vₜ = true, if \( d(p^1_{d₁}, p^2_{d₂}) > dₛ + \bar{\epsilon} \)
        vₜ = false, otherwise

2 \( \mathcal{P}_1 \leftarrow \text{controlPolytope}(p^1_{d₁}); \) \quad \triangleright \ \mathcal{V}\text{-representation with no boundary information}
3 \( \mathcal{P}_2 \leftarrow \text{controlPolytope}(p^2_{d₂}); \)
4 v \leftarrow \text{GJKTolerance}(\mathcal{P}_1, \mathcal{P}_2, dₛ); \quad \triangleright \ \text{Tolerance verification between } \mathcal{P}_1 \text{ and } \mathcal{P}_2
5 if v then
6    vₜ \leftarrow true; \quad \triangleright \ \mathcal{P}_1 \text{ and } \mathcal{P}_2 \text{ are at least } dₛ \text{ apart } \implies d(p^1_{d₁}, p^2_{d₂}) > dₛ
7 else
8     if \( \min_{i \in \{0, n₁\}, j \in \{0, n₂\}}(\|\bar{p}^1_{d₁} - \bar{p}^2_{d₂}\|) > dₛ + \bar{\epsilon} \) then
9        \( (q^1_{d₁}, r^1_{d₁}) \leftarrow \text{deCasteljau}(p^1_{d₁}, 0.5); \) \quad \triangleright \ \text{Curve subdivision at } \zeta = 0.5
10       \( (q^2_{d₂}, r^2_{d₂}) \leftarrow \text{deCasteljau}(p^2_{d₂}, 0.5); \)
11       vₜ \leftarrow \text{toleranceVerificationBezierBezier}(q^1_{d₁}, q^2_{d₂}, dₛ); \quad \triangleright \ \text{Recursive call}
12      if vₜ then
13         vₜ \leftarrow \text{toleranceVerificationBezierBezier}(q^1_{d₁}, r^2_{d₂}, dₛ); \quad \triangleright \ \text{Recursive call}
14            if vₜ then
15               vₜ \leftarrow \text{toleranceVerificationBezierBezier}(r^1_{d₁}, q^2_{d₂}, dₛ); \quad \triangleright \ \text{Recursive call}
16                  if vₜ then
17                     vₜ \leftarrow \text{toleranceVerificationBezierBezier}(r^1_{d₁}, r^2_{d₂}, dₛ); \quad \triangleright \ \text{Recursive call}
18                   end
19              end
20         end
21     else
22        vₜ \leftarrow false; \quad \triangleright \ \text{Cannot guarantee } \bar{p}^1_{d₁*} \text{ and } \bar{p}^2_{d₂*} \text{ are } dₛ \text{ apart}
23    end
24 end
25 return vₜ
Algorithm 3: Silhouette of a polytope with an incomplete boundary representation.

1 function silhouetteIncompleteBoundary(O, pv, ǫv);
   Input : O polytope with incomplete boundary representation
   pv point of view
   ǫv visibility threshold
   Output : sil closed sequence of vertices that define the silhouette
2 P ← incompleteBoundaryPolytope(O); \(\triangleright\) polytope with vertices on the boundary of O
3 \((P, f_k) \leftarrow \text{reachVisibleBoundary}(O, P, pv)\); \(\triangleright\) expand P until a facet \(f_k \subset P\) on the boundary of \(O\) is found
4 \((P, f_v, f_o) \leftarrow \text{reachSilhouette}(O, P, f_k, pv)\); \(\triangleright\) expand P until two incident facets on the boundary of \(O\) are found, \(f_v \subset P\) is visible and \(f_o \subset P\) is not visible
5 sil ← closeSilhouette(O, P, f_v, f_o, pv); \(\triangleright\) expand P and retrieve silhouette information until it defines a closed sequence of edges
6 return sil

Algorithm 4: Silhouette of a polytope with no boundary representation.

1 function silhouetteNoBoundary(O, pv, ǫv);
   Input : O polytope with no boundary representation
   pv point of view
   ǫv visibility threshold
   Output : sil closed sequence of vertices that define the silhouette
2 P ← nonDegenerateTetrahedon(O); \(\triangleright\) tetrahedron with vertices on the boundary of O
3 \((P, f_k) \leftarrow \text{reachVisibleBoundary}(O, P, pv)\); \(\triangleright\) expand P until a facet \(f_k \subset P\) on the boundary of \(O\) is found
4 \((P, f_v, f_o) \leftarrow \text{reachSilhouette}(O, P, f_k, pv)\); \(\triangleright\) expand P until two incident facets on the boundary of \(O\) are found, \(f_v \subset P\) is visible and \(f_o \subset P\) is not visible
5 sil ← closeSilhouette(O, P, f_v, f_o, pv); \(\triangleright\) expand P and retrieve silhouette information until it defines a closed sequence of edges
6 return sil
Algorithm 5: Silhouette Informed Trees.

1 function silhouetteInformedTree($p_{\text{init}}, p_{\text{end}}, n_{\text{max}}, n_{\text{sil}}, d_s, d_e, \chi_{\text{obs}})$;

   Input : $p_{\text{init}}$ coordinates of the initial point
           $p_{\text{end}}$ coordinates of the goal point
           $n_{\text{max}}$ total number of samples, computational budget
           $n_{\text{sil}}$ number of sampling attempts per silhouette-sampling batch
           $d_s$ safe separation distance
           $d_e$ expanding distance
           $\chi_{\text{obs}}$ set of all obstacles

   Output : $T$ tree

2 $V \leftarrow \{p_{\text{init}}\}; \ E \leftarrow \emptyset; \ T = (V, E)$; \hfill \triangleright Initialize tree
3 $s_m \leftarrow false$; \hfill \triangleright Initialize sampling-mode flag
4 while number of samples $< n_{\text{max}}$ do
5     // Sampling logic
6     if $s_m$ then
7         sil $\leftarrow$ silhouetteWire($p_{\text{nearest}}, id_c, d_s, d_e$); \hfill \triangleright Compute silhouette
8         $p_{\text{rand}} \leftarrow$ sampleSilhouette(sil, $n_{\text{sil}}$); \hfill \triangleright Sampling batch from the extended silhouette
9     else
10        $p_{\text{rand}} \leftarrow$ sample($p_{\text{end}}$); \hfill \triangleright Sample from the configuration space
11     end
12
13     $p_{\text{nearest}} \leftarrow$ nearest($T, p_{\text{rand}}$); \hfill \triangleright Find vertex on the tree that is closest to $p_{\text{rand}}$
14
15     $p_{\text{new}} \leftarrow$ steer($p_{\text{nearest}}, p_{\text{rand}}$); \hfill \triangleright Candidate to new vertex
16
17     // Tolerance verification
18     $(v_t, id_t) \leftarrow$ toleranceVerification($p_{\text{nearest}}, p_{\text{new}}, \chi_{\text{obs}}$); \hfill \triangleright Check safe distance separation
19
20     if $v_t$ then
21         // Connections along a minimum-cost path
22        $r \leftarrow$ radius($V$); \hfill \triangleright Compute maximum radius to consider other edge connections
23        $P_{\text{near}} \leftarrow$ near($T, p_{\text{new}}, r$); \hfill \triangleright Compute set of near vertices
24        $V \leftarrow V \cup p_{\text{new}}$; \hfill \triangleright Add vertex
25        $P_{\text{min}} \leftarrow p_{\text{nearest}}; c_{\text{min}} \leftarrow$ cost($p_{\text{nearest}}$) + costLine($p_{\text{nearest}}, p_{\text{new}}$);
26        foreach $p_{\text{near}} \in P_{\text{near}}$ do
27            $(v_n, \sim) \leftarrow$ toleranceVerification($p_{\text{near}}, p_{\text{new}}, \chi_{\text{obs}}$); \hfill \triangleright Check safe distance separation
28            $c_n \leftarrow$ cost($p_{\text{near}}$) + costLine($p_{\text{near}}, p_{\text{new}}$); \hfill \triangleright Compute cost
29            if $v_n \wedge c_n < c_{\text{min}}$ then
30                $P_{\text{min}} \leftarrow p_{\text{near}}; c_{\text{min}} \leftarrow c_n$; \hfill \triangleright Update minimum cost and corresponding vertex
31            end
32        end
33
34        $E \leftarrow E \cup \{P_{\text{min}}, p_{\text{new}}\}$; \hfill \triangleright Add edge with minimum cost
35
36        // Tree rewiring
37        foreach $p_{\text{near}} \in P_{\text{near}}$ do
38            $(v_n, \sim) \leftarrow$ toleranceVerification($p_{\text{new}}, p_{\text{near}}, \chi_{\text{obs}}$); \hfill \triangleright Check safe distance separation
39            $c_n \leftarrow$ cost($p_{\text{new}}$) + costLine($p_{\text{new}}, p_{\text{near}}$); \hfill \triangleright Compute cost
40            if $v_n \wedge c_n < $ cost($p_{\text{near}}$) then
41                $p_{\text{parent}} \leftarrow$ parent($p_{\text{near}}$); \hfill \triangleright Find parent node
42            end
43            $E \leftarrow E \cup \{p_{\text{parent}}, p_{\text{near}}\}$ \hfill \triangleright Remove initial edge, and add new edge
44        end
45
46        $s_m \leftarrow true$
47        $s_m \leftarrow ¬ s_m$
48    end
49 end

150
Appendix B

Coordination Dynamics

B.1 Tight Coordination

First, express the coordination control law in (5.3) in terms of the collective temporal, coordination, and rate errors. From the definition of $\zeta_c(t)$ and $\zeta_r(t)$ in (5.6), and $L(t)\Pi = L(t)$ it follows that

\[
\begin{align*}
u_c(t) = & \, -k_P L(t) \Pi \xi(t) - k_R \Omega(t) (\xi(t) - \xi_R(t)1_n) + \left[ \chi(t) - \xi_R 1_{n_r} \right] + \dot{\xi}_R 1_n \\
= & \, -k_P L(t) Q^\top \zeta_c(t) - k_R \Omega(t) (\xi(t) - \xi_R(t)1_n) + \left[ Q^\top \zeta_c(t) \right] + \dot{\xi}_R 1_n.
\end{align*}
\]

Consider the augmented coordination state $\bar{\xi}(t)$, and matrix $\bar{Q}$:

\[
\bar{\xi}(t) := \left[ \xi_R(t), \xi^\top(t) \right]^\top, \quad \bar{Q} := \begin{bmatrix} \sqrt{\frac{n}{n+1}} & -\frac{1}{\sqrt{n(n+1)}} 1_n^\top \\ 0 & Q \end{bmatrix},
\]

where $\bar{Q} \bar{Q}^\top = I_n$, with the augmented projection matrix being $\bar{\Pi} := \bar{Q}^\top \bar{Q} = I_{n+1} - \frac{1}{n+1} 1_{n+1} 1_{n+1}^\top$.

Expressing $\xi(t) - \xi_R(t)1_n$ in terms of the augmented coordination state as

\[
\left[ \begin{array}{c} \xi(t) \\ -\xi_R(t)1_n \end{array} \right] = \left[ -1_n, 1_n \right] \bar{\xi}(t),
\]

noting that $\left[ -1_n, 1_n \right] \bar{\Pi} = \left[ -1_n, 1_n \right]$, the definition of $\zeta_c(t)$, and algebraic manipulation yields

\[
u_c(t) = \begin{align*}
& \, -k_P L(t) Q^\top \zeta_c(t) - k_R \Omega(t) \left( -\zeta_l(t)1_n + Q^\top \zeta_c(t) \right) + \left[ Q^\top \zeta_c(t) \right] + \dot{\xi}_R 1_n.
\end{align*}
\]  

(B.1)
Now, the definition of \( \zeta_t(t) \), property \( 1_n^T L(t) = 0 \), which can be proven using Assumption 4 and Equation (B.1) imply that

\[
\dot{\zeta}_t(t) = \dot{\xi}_R - \frac{1}{n} 1_n^T \left( -k_R \Omega(t) \left( -\zeta_t(t) 1_n + Q^T \zeta_c(t) \right) + \left[ \zeta_r(t) \right]^0 + \dot{\xi}_R 1_n + e_T(t) \right)
\]

\[
= -\frac{k_R}{n} \dot{\omega}(t) \zeta_t(t) + \frac{k_R}{n} \omega^T(t) Q^T \zeta_c(t) - \frac{1}{n} 1_n^T n_n \zeta_r(t) - \frac{1}{n} 1_n^T e_T(t),
\]

where the definitions for \( \dot{\omega}(t) \) and \( \omega(t) \) are given in Equation (5.8). The definition of \( \zeta_c(t) \), property \( Q 1_n = 0 \), and Equation (B.1) lead to the expression:

\[
\dot{\zeta}_c(t) = k_R Q \omega(t) \zeta_t(t) - k_P Q L(t) Q^T \zeta_c(t) - k_R Q \Omega(t) Q^T \zeta_c(t) + Q C e \zeta_r(t) + Q e_T(t)
\]

\[
= k_R Q \omega(t) \zeta_t(t) - k_P \hat{L}(t) \zeta_c(t) + Q C e \zeta_r(t) + Q e_T(t).
\]

Similarly, from the definition of \( \zeta_r(t) \) it follows that

\[
\dot{\zeta}_r(t) = -k_I C e^T \Pi L(t) Q^T \zeta_c(t).
\]

Equations (B.2), (B.3), and (B.4) rewritten in matrix form yield the collective error dynamics in Equation (5.7).
Appendix C

Proofs

C.1 Proof of Lemma 1

The position error dynamics in Equation (2.9) and the speed command in Equation (2.11) yield

\[ \dot{e}_{p,i}(t) = -k_{PF,i} e_{p,i}(t) + e_{v,i}(t). \]  

(C.1)

Consider the Lyapunov function candidate

\[ V_p = \frac{1}{2} e_{p,i}^\top(t) e_{p,i}(t). \]

Then, the time derivative of \( V_p \) along the trajectories of (C.1) can be bounded as follows:

\[
\dot{V}_p(e_{p,i}) = -k_{PF,i} \|e_{p,i}\|^2 + e_{p,i}^\top(t) e_{p,i}(t) \\
\leq -2k_{PF,i} V_p(e_{p,i}) + \|e_{v,i}(t)\| \sqrt{2V_p(e_{p,i})} \\
\leq -2k_{PF,i} V_p(e_{p,i}) + \bar{e}_{v,i} \sqrt{2V_p(e_{p,i})},
\]

where \( \bar{e}_{v,i} \) is defined in Assumption 1. Next, the change of variables

\[ W_p(e_{p,i}) := \sqrt{V_p(e_{p,i})}, \]  

(C.2)

and its time derivative \( \dot{W}_p(e_{p,i}) = \frac{\dot{V}_p(e_{p,i})}{2\sqrt{V_p(e_{p,i})}} \) yield a linear differential inequality for all \( V_p(e_{p,i}) \neq 0 \)

\[
\dot{W}_p(e_{p,i}) \leq -k_{PF,i} W_p(e_{p,i}) + \frac{\bar{e}_{v,i}}{\sqrt{2}}. \]  

(C.3)
On the other hand, when $V_p(e_{p,i}) = 0$

$$\lim_{\|e_{p,i}\| \to 0} \frac{-k_{PP,i} \|e_{p,i}\|^2 + \|e_{v,i}\| \|e_{v,i}\| \cos \theta}{\sqrt{2} \|e_{p,i}\|} = \frac{\|e_{v,i}\| \cos \theta}{\sqrt{2}} \leq \frac{\bar{e}_{v,i}}{\sqrt{2}},$$

where $\theta(t)$ is the angle between vectors $e_{p,i}(t)$ and $e_{v,i}(t)$ at time $t$. Hence, the linear inequality in Equation (C.3) can be used with the comparison lemma, Lemma 3.4 in \[108\], to conclude that

$$W_p(t) \leq W_p(0)e^{-k_{PP,i}t} + \frac{\bar{e}_{v,i}}{\sqrt{2}k_{PP,i}} \left(1 - e^{-k_{PP,i}t}\right),$$

for both cases, $V_p(e_{p,i}) \neq 0$ and $V_p(e_{p,i}) = 0$. Finally, the change of variables in (C.2) implies

$$\|e_{p,i}(t)\| \leq \|e_{p,i}(0)\|e^{-k_{PP,i}t} + \frac{\bar{e}_{v,i}}{k_{PP,i}} \left(1 - e^{-k_{PP,i}t}\right).$$

\[\square\]

### C.2 Proof of Theorem 1

The following change of variables, proposed in \[4\], removes the Laplacian in $A_u(t)$ from the off-diagonal element:

$$z_u(t) = S_u \zeta_u(t), \quad S_u = \begin{bmatrix} \mathbb{I}_{n-1} & 0 \\ -\frac{k_i}{k_p} C_e^\top Q & \mathbb{I}_{n-n_r} \end{bmatrix}. \quad (C.4)$$

Then, the dynamics in (5.9) and the change of variables above yield

$$\dot{z_u}(t) = A_{z_u}(t)z_u(t), \quad A_{z_u}(t) := S_u A_u(t) S_u^{-1}, \quad (C.5)$$

$$A_{z_u}(t) = \begin{bmatrix} -k_p \mathcal{L}(t) + \frac{k_i}{k_p} W_e & Q C_e \\ -\left(\frac{k_i}{k_p}\right)^2 \Pi_e C_e^\top Q^\top & -\frac{k_i}{k_p} \Pi_e \end{bmatrix},$$

where $\Pi_e := C_e^\top \Pi C_e$, and $W_e := Q C_e C_e^\top Q^\top$. As suggested in \[4\], to aid in the analysis of the collective system, consider the dynamics

$$\dot{\phi}(t) = -k_p \mathcal{L}(t) \phi(t), \quad \phi(t) \in \mathbb{R}^{n-1}. \quad (C.6)$$
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Since $\bar{L}(t)$ is symmetric, positive semidefinite, and satisfies Assumption 5, then similar to the proof of Lemma 5 in [109] or Lemma 3 in [110] one can show that

$$\|\phi(t)\| \leq \kappa_\phi \|\phi(0)\| e^{-\lambda_\phi t}, \quad \text{with} \quad \kappa_\phi := 1, \quad \text{and} \quad \lambda_\phi \geq \gamma_u := \frac{k_P n \mu}{(1 + \Lambda^2 u T)^2},$$

where $\Lambda^2 := k_P n$, which leads to the following lemma.

**Lemma 4** There exists a Lyapunov function $V(t, \phi)$ for the origin of the system dynamics in (C.6) of the form $V(t, \phi) = \phi^T P_0_u(t) \phi$, where $P_0_u(t)$ is a continuous, piecewise differentiable, symmetric matrix that satisfies

$$\alpha_u I_{n-1} \leq P_0_u \leq \beta_u I_{n-1},$$

$$\dot{P}_0_u - k_P (L P_0_u + P_0_u L) \leq -\chi_u I_{n-1},$$

with $\alpha_u := \frac{\chi_u}{2\Lambda^2 u}$, $\beta_u := \frac{\delta_u}{2\gamma_u}$, and any $0 < \chi_u \leq \delta_u$.

*Proof.* This proof is similar to the proof of Theorem 4.12 in [108]. \qed

### C.2.1 GUES of the Coordination and Rate Errors

Tools from Lyapunov stability, algebraic graph theory, and Lemma 4 help prove the following result.

**Lemma 5** Assume the information flow $\mathcal{G}(t)$ satisfies Assumptions 3 through 5. Then, there exists a Lyapunov function $V_u$ for the system in (C.5) that satisfies

$$a_u \|z_u\|^2 \leq V_u \leq b_u \|z_u\|^2, \quad \text{(C.8)}$$

$$\dot{V}_u \leq -2\lambda_u V_u, \quad \text{(C.9)}$$

with known control gains $k_P$ and $k_I$, constants $a_u$ and $b_u$, and rate of convergence $\lambda_u = \nu \lambda_{\bar{u}}$, for any $\nu \in (0, 1]$, and a guaranteed rate of convergence

$$\lambda_u := \frac{k_P n \mu}{(1 + k_P n T)^2} \left(1 + \eta_{I,u} \frac{n}{n_f}\right)^{-1},$$

with design parameter $\eta_{I,u} \geq 2$. 155
Proof. Consider the Lyapunov function candidate

\[ V_u(t, z_u) := z_u^\top P_u(t) z_u, \quad P_u := \begin{bmatrix} P_{0u} & 0 \\ 0 & \left( \frac{k_f}{n_{\ell}} \right)^2 \beta_u \Pi e^{-1} \end{bmatrix}. \]  

(C.10)

The time derivative of \( V_u \) along the trajectories of (C.5) is

\[ \dot{V}_u := \frac{\partial V_u}{\partial t} = z_u^\top \left( \dot{P}_u + A_{z_u}^\top P_u + P_u A_{z_u} \right) z_u. \]

Then, proving \( \dot{V}_u \leq -2\lambda_u V_u \) can be reduced to ensuring positive semi-definiteness of

\[ -2\lambda_u P_u - \dot{P}_u - A_{z_u}^\top P_u - P_u A_{z_u} \geq M_u, \]

where \( M_u \) can be derived noting that \( \Pi e^{-1} \leq \frac{n_{\ell}}{n - n_{\ell}} \)

\[ M_u = \begin{bmatrix} -2\lambda_u P_{0u} - k_p (LP_{0u} + P_{0u} L) - k_p (W_c P_{0u} + P_{0u} W_c) (\beta_u I_{n-1} - P_{0u}) QC_u \\ C^\top \left( (\beta_u I_{n-1} - P_{0u}) \right) 2 \frac{k_f}{n_{\ell}} \beta_u (1 - \lambda_u \frac{k_f}{n_{\ell}}) I_{n-n_{\ell}} \end{bmatrix}. \]

Taking the Schur complement, see Definition 6.1.8 in [111], setting

\[ \chi_u = \delta_u, \quad k_p > 0, \quad \frac{k_f}{k_p} = \eta_{I_u} \frac{n}{n_{\ell}} \lambda_u, \]

with design parameter \( \eta_{I_u} \geq 2 \), noting that \( \|QC_e\| \leq 1 \) and \( \frac{n_{\ell}}{n} I_{n-n_{\ell}} \leq \Pi e \leq I_{n-n_{\ell}} \), leveraging Lemma 4 and Remark 1 in [112], yields \( M_u \geq 0 \), for \( \lambda_u = \nu \lambda_u \) with \( \nu \in (0, 1] \). For further details see Section D.1. Finally, the definition of \( P_u \), and Lemma 4 lead to

\[ a_u := \beta_u \min \left\{ \frac{\gamma_u}{N_u^2}, \left( \frac{k_p}{k_f} \right)^2 \right\}, \quad b_u := \beta_u \max \left\{ 1, \frac{n}{n_{\ell}} \left( \frac{k_p}{k_f} \right)^2 \right\}. \]

Application of the comparison lemma, Lemma 3.4 in [108], to (C.9) yields

\[ V_u(t) \leq V_u(0) e^{-2\lambda_u t}. \]  

(C.12)

\[ ^1 \text{This derivation is similar to the proof of Theorem 6 in [25]. However, [25] sets a specific value for } \chi_u = \delta_u, \text{ whereas this proof holds for all } 0 < \chi_u = \delta_u. \text{ This is later leveraged in the proof for relaxed temporal constraints.} \]
Algebraic manipulation of the components of $\zeta_u(t)$, Equations (C.4), (C.8), and (C.12) yield the following lemma.

**Lemma 6** Assume the information flow $G(t)$ satisfies Assumptions 3 through 5. Then, the origin of the system in (C.5) is GUES, and satisfies

$$|\xi_i(t) - \xi_j(t)| \leq \kappa_{c,u} \|\zeta_{u0}\| e^{-\lambda_{u} t},$$

$$|\dot{\xi}_i(t) - \rho| \leq \kappa_{r,u} \|\zeta_{u0}\| e^{-\lambda_{u} t},$$

for all $t \geq 0$, and all $i, j \in \mathcal{I}$, with constants

$$\kappa_{c,u} := \sqrt{2} \kappa_{u}, \quad \kappa_{r,u} := (k_P n + 1) \kappa_{u}, \quad \text{and} \quad \kappa_{u} := \sqrt{\frac{b_u}{a_u}} \|S_u^{-1}\| \|S_u\|.$$

**Proof.** Equations (C.8) and (C.12) imply

$$\|z_u(t)\| \leq \sqrt{\frac{b_u}{a_u}} \|z_u(0)\| e^{-\lambda_{u} t}. \quad (C.13)$$

Then, leveraging the change of variables in (C.4) yields

$$\|\zeta_u(t)\| \leq \kappa_u \|\zeta_{u0}\| e^{-\lambda_{u} t}. \quad (C.14)$$

Then, partitioning $Q$ as $Q = [q_1, q_2, \ldots, q_n]$, noting that $\|q_i - q_j\| = \sqrt{2}$, and using (C.14) yields

$$|\xi_i(t) - \xi_j(t)| = |(q_i^T - q_j^T) \zeta_c(t)| \leq \|q_i^T - q_j^T\| \|\zeta_{u}(t)\| \leq \kappa_{c,u} \|\zeta_{u0}\| e^{-\lambda_{u} t}.$$

Finally, the dynamics in (5.4) for unenforced temporal constraints and ideal target tracking, 2-norm and $\infty$-norm equivalence properties, $L(t) \Pi = L(t)$, $\|L(t)\| \leq n$, and Equation (C.14) lead to

$$|\dot{\xi}_i(t) - \rho| \leq \|\ddot{\xi}(t) - 1_n \rho\|_{\infty} \leq k_P \|L(t)\| \|\zeta_c(t)\| + \|\zeta_r(t)\| \leq \kappa_{r,u} \|\zeta_{u0}\| e^{-\lambda_{u} t}.$$

\[\square\]

\[^2\text{In the best case scenario, this property reduces the value of } \kappa_{c,u} \text{ proposed in } [4] \text{ by 29.29\%, when } n \rightarrow \infty. \text{ In the worst case scenario, when } n = 2, \kappa_{c,u} \text{ maintains the same value as in } [4].\]
C.2.2 UB for Temporal Error

To prove that \(|\xi(t) - \xi_R(t)|\) is UB, the dynamics of \(\zeta_t(t)\) in (5.9a) are rewritten as

\[
\dot{\zeta}_t(t) = -R z_u(t), \quad R := \frac{1}{n} \left[ \frac{k_I}{k_F} C_e Q^\top \mathbb{1}_{n-n_l} \right],
\]  
(C.15)

which leads to the following lemma.

**Lemma 7** Assume the information flow \(G(t)\) satisfies Assumptions 3 through 5. Then, the temporal error \(|\xi(t) - \xi_R(t)|\) is UB, and satisfies

\[
|\xi(t) - \xi_R(t)| \leq \kappa_{t,u_1} \|\zeta_{u_0}\| e^{-\lambda_u t} + \kappa_{t,u_2} \|\zeta_{u_0}\| + |\zeta_0|,
\]  
(C.16)

for all \(t \geq 0\), and all \(i \in I\), with constants

\[
\kappa_{t,u_1} := \sqrt{\frac{n-1}{n}} \kappa_u, \quad \text{and} \quad \kappa_{t,u_2} := \frac{\kappa_u}{\lambda_u} \frac{\|R\|}{\|S_u^{-1}\|}.
\]

**Proof.** Algebraic manipulation of the error states in (5.6), partitioning \(Q\) as \(Q = [q_1, q_2, \ldots, q_n]\), and noting that \(\|q_i\| = \sqrt{\frac{n-1}{n}}\) lead to

\[
|\xi(t) - \xi_R(t)| \leq |q_i^\top \zeta_c(t) - \zeta_t(t)| \leq \sqrt{\frac{n-1}{n}} \|\zeta_u(t)\| + |\zeta(t)|.
\]  
(C.17)

Integration of (C.15), and Equations (C.4) and (C.14) imply

\[
|\zeta_t(t)| \leq |\zeta_0| + \frac{\kappa_u}{\lambda_u} \frac{\|R\|}{\|S_u^{-1}\|} \|\zeta_{u_0}\| \left(1 - e^{-\lambda_u t}\right).
\]  
(C.18)

Combining the results above with Equation (C.14) yields Equation (C.16). \(\square\)

Finally, choosing the largest lower bound for the rate of convergence, \(\lambda_u = \bar{\lambda}_u\), Lemmas 6 and 7 imply Theorem 1. \(\blacksquare\)
C.3 Proof of Theorem 2

Consider the change of variables:

\[
z(t) = S\zeta(t), \quad S := \begin{bmatrix}
1 & 0 & 0 \\
0 & \mathbb{I}_{n-1} & 0 \\
\frac{k_I}{k_P} \mathbb{I}_{n-n_t} & -\frac{k_I}{k_P} C_e^\top Q^\top \mathbb{I}_{n-n_t}
\end{bmatrix}.
\]

Then, the dynamics in (5.7) when \(u_{\tau_e}(t) \equiv 0\), and the change of variables above yield

\[
\dot{z}(t) = A_z(t)z(t), \quad A_z(t) := SA(t)S^{-1},
\]

and

\[
A_z(t) = \begin{bmatrix}
-k\hat{\omega} + \frac{k_I}{k_P} \frac{n-n_t}{n} & \frac{1}{n} \left( k_P \omega(t) + \frac{k_I}{k_P} v(t) \right) Q^\top & -\frac{1}{n} \mathbb{I}_{n-n_t} \\
Q \left( k_P \omega(t) + \frac{k_I}{k_P} v(t) \right) & -k_P \hat{L}(t) + \frac{k_I}{k_P} W_e & Q C_e \\
\left( \frac{k_I}{k_P} \right)^2 \mathbb{I}_{n-n_t} & -\left( \frac{k_I}{k_P} \right)^2 C_e^\top Q^\top & -\frac{k_I}{k_P} \mathbb{I}_{n-n_t}
\end{bmatrix}.
\]

Now, consider the system dynamics

\[
\dot{\phi}(t) = -k_P \hat{L}(t) \phi(t), \quad \phi(t) \in \mathbb{R}^{n-1},
\]

where \(\hat{L}(t)\) also satisfies the PE-like condition in Equation (2.16). This can be easily proven noting that \(Q\Omega(t)Q^\top \geq 0\). Then, a similar argument as in Appendix C.2 concludes that the origin of the system dynamics in (C.21) is GUES with guaranteed rate of convergence \(\gamma_r := \frac{k_P n \mu}{(1 + \Lambda_r^2 T)^2}\) and \(\Lambda_r^2 := k_P n + k_R\), which leads to the following lemma.

**Lemma 8** There exists a Lyapunov function \(V(t, \phi)\) for the origin of the system dynamics in (C.21) of the form \(V(t, \phi) = \phi^\top P_0(t)\phi\), where \(P_0(t)\) is a continuous, piecewise differentiable, symmetric matrix that satisfies

\[
\alpha_r \mathbb{I}_{n-1} \leq P_0(t) \leq \beta_r \mathbb{I}_{n-1},
\]

\[
P_0(t) - k_P \left( \hat{L} P_0(t) + P_0(t) \hat{L} \right) \leq -\chi_r \mathbb{I}_{n-1},
\]

with \(\alpha_r := \frac{\gamma_r}{2 \Lambda_r^2}\), \(\beta_r := \frac{\delta_r}{2 \gamma_r}\), and any \(0 < \chi_r \leq \delta_r\).

**Proof.** Similar to the proof of Theorem 4.12 in [108].
C.3.1 GUES with \( \tilde{\omega}(t) \geq 1 \)

To address the stability of (C.20) in mode \( \bigcirc \), one can combine tools from Lyapunov stability, algebraic graph theory, and Lemma 8 to arrive at the following result.

**Lemma 9** Assume the information flow \( G(t) \) satisfies Assumptions 3 through 5, and \( \tilde{\omega}(t) \geq 1 \).

Then, there exists a Lyapunov function \( V_r \) for the system in (C.20) that satisfies

\[
\begin{align*}
\dot{V}_r &\leq -2\lambda_r V_r, \\
a_r \|z\|^2 &\leq V_r \leq b_r \|z\|^2,
\end{align*}
\]

with known control gains \( k_R, k_P, \) and \( k_I \), constants \( a_r, b_r, \) and a guaranteed rate of convergence \( \lambda_r \) that is the only positive real root of the equation

\[
\lambda_r (1 + k_R n T + \eta_{R,r} n \xi_T \lambda_r)^2 - \frac{k_P n \mu}{1 + \eta_{I,r} + f_r} = 0
\]

with known \( \xi_r \) and \( f_r \), and design parameters \( \eta_{I,r} \geq 2 \) and \( \eta_{R,r} > 1 \).

**Proof.** Consider the Lyapunov candidate

\[
V_r(t, z) = z^\top P_r(t) z, \quad P_r := \begin{bmatrix} n \beta_r & 0 & 0 \\ 0 & P_{br} & 0 \\ 0 & 0 & (\frac{k_P}{\eta_T})^2 \tilde{z}_{n-n}\end{bmatrix}.
\]

The time derivative of \( V_r \) along the trajectories of (C.20) is

\[
\dot{V}_r := \frac{\partial V_r}{\partial t} = z^\top \left( \dot{P}_r + A_z^\top P_r + P_r A_z \right) z.
\]

Then, proving that \( \dot{V}_r \leq -2\lambda_r V_r \) can be reduced to ensuring positive semi-definiteness of

\[
M_r := -2\lambda_r P_r - \dot{P}_r - A_z^\top P_r - P_r A_z,
\]

with

\[
M_r = \begin{bmatrix} 2\beta_r \left( k_R \tilde{\omega} - \frac{k_P}{\eta_T} (n-n) - n \lambda_r \right) & -\left( k_R \tilde{\omega}^\top + \frac{k_P}{\eta_T} e^\top \right) Q^\top (\beta_r n_{n-1} + P_{br}) \\ -\left( \beta_r n_{n-1} + P_{br} \right) Q \left( k_R \tilde{\omega}^\top + \frac{k_P}{\eta_T} e^\top \right) & 0 \\ 0 & 0 \\ \left( \beta_r n_{n-1} - P_{br} \right) Q C e \\ C e^\top Q^\top (\beta_r n_{n-1} - P_{br}) & 2\beta_r \frac{k_P}{\eta_T} (1 - \lambda_r \frac{k_P}{\eta_T}) \tilde{z}_{n-n}\end{bmatrix}.
\]
Now, iteratively applying Schur complements to $M_r$ until the block-matrix inequality is reduced to three scalar inequalities, and setting

$$
\chi_r = \delta_r, \quad k_P > 0, \quad \frac{k_l}{k_P} = \eta_{l,r} \lambda_r, \quad k_R = \eta_{r,r} n \xi_r \lambda_r, \quad \text{with} \quad \xi_r := \eta_{l,r} \left(1 - \frac{n_l}{n}\right) + 1,
$$

considering bounds $\|Q_c e\| \leq 1$, $\|Q\omega\| \leq u_\omega$, $\|Qv\| = u_v$, and $\omega \leq n_\ell$ with

$$
\begin{align*}
&u_\omega^2 := \sum_{i=1}^{n_\ell} \frac{n - i}{n - i + 1}, \\
&u_v^2 := \sum_{i=1}^{n_\ell} \frac{n - i}{n - i + 1} \left(1 - \frac{n_\ell - i}{n - i}\right)^2,
\end{align*}
$$

leveraging Lemma 8 and using Remark 1 in [112] yields $M_r \succeq 0$ for a $\lambda_r$ that satisfies Equation (C.24) with

$$
f_r := \left(\frac{\eta_{r,r} n \xi_r u_\omega + \eta_{l,r} u_v}{n \xi_r (\eta_{r,r} - 1)}\right)^2.
$$

For further details see Section D.2. Using Routh’s stability criterion, one can verify that (C.24) always has a single positive real root. Finally, the definition of $P_r(t)$ and Lemma 8 lead to

$$
a_r := \beta_r \min \left\{ n, \frac{\gamma_r}{\lambda_r^2} \left(\frac{k_P}{k_l}\right)^2 \right\}, \quad b_r := \beta_r \max \left\{ n, \left(\frac{k_P}{k_l}\right)^2 \right\}.
$$

Application of the comparison lemma, Lemma 3.4 in [108], to (C.23) yields

$$
V_r(t) \leq V_r(0) e^{-2\lambda_r t}. \tag{C.26}
$$

Algebraic manipulation of the components of $\zeta(t)$, Equations (C.19), (C.22), and (C.26) lead to the following lemma.

**Lemma 10** Assume the information flow $G(t)$ satisfies Assumptions 5 through 9, and $\omega \geq 1$. Then, the origin of the system dynamics in (C.20) is GUES, and satisfies

$$
\begin{align*}
|\xi_i(t) - \xi_R(t)| &\leq \kappa_{l,r} \|\xi_0\| e^{-\lambda_r t}, \\
|\xi_i(t) - \xi_j(t)| &\leq \kappa_{c,r} \|\xi_0\| e^{-\lambda_r t},
\end{align*}
$$

\(^{3}\text{Simpler but less tight bounds are } u_\omega, u_v \leq \sqrt{n_\ell}.\)
for all \( t \geq 0, \) and all \( i, j \in I, \) with constants

\[
\kappa_{t,r} := \left(1 + \frac{\sqrt{n-1}}{n}\right) \kappa_r, \quad \kappa_{c,r} := \sqrt{2} \kappa_r, \quad \kappa_{r,r} := \left(k_R n + \max\left\{1, k_R \left(1 + \sqrt{\frac{n-1}{n}}\right)\right\}\right) \kappa_r,
\]

and \( \kappa_r := \sqrt{\frac{b_r}{a_r}} \left\|S^{-1}\right\| \|S\|. \)

**Proof.** The change of variables in \((C.19)\), and Equations \((C.22)\) and \((C.26)\) imply

\[
\left\|\xi(t)\right\| \leq \kappa_r \left\|\xi_0\right\| e^{-\lambda_r t}.
\] (C.27)

Algebraic manipulation of the error states in \((5.6)\), partitioning \( Q \) as \( Q = \begin{bmatrix} q_1 & q_2 & \ldots & q_n \end{bmatrix} \), noting that \( \left\|q_i\right\| = \sqrt{\frac{n-1}{n}} \), and Equation \((C.27)\) lead to

\[
|\xi_i(t) - \xi_R(t)| = \left|q_i^\top \xi_c(t) - \xi_i(t)\right| \leq \kappa_{t,r} \left(\left\|q_i^\top\right\| + 1\right) \left\|\xi(t)\right\| \leq \kappa_{t,r} \left\|\xi_0\right\| e^{-\lambda_r t}.
\] (C.28)

Next, \( Q = \begin{bmatrix} q_1 & q_2 & \ldots & q_n \end{bmatrix} \), noting that \( \left\|q_i - q_j\right\| = \sqrt{2} \), and \((C.27)\) yield

\[
|\xi_i(t) - \xi_j(t)| = \left|\left(q_i^\top - q_j^\top\right) \xi_c(t)\right| \leq \left\|q_i^\top - q_j^\top\right\| \left\|\xi(t)\right\| \leq \kappa_{c,r} \left\|\xi_0\right\| e^{-\lambda_r t}.
\]

Finally, the dynamics in \((5.4)\) for relaxed temporal constraints and ideal target tracking, 2-norm and \(\infty\)-norm equivalence properties, \( L(t) \Pi = L(t), \right\|L(t)\right\| \leq n, \) \((C.27)\) and \((C.28)\) imply

\[
|\dot{\xi}_i(t) - \rho| \leq k_p \left\|L(t)\right\| \left\|\xi(t)\right\| + \max\{k_R \left\|\xi(t) - 1_n \xi_R(t)\right\|_\infty, \left\|\xi(t)\right\|_\infty\} \leq \kappa_{r,r} \left\|\xi_0\right\| e^{-\lambda_r t}.
\]

\(\square\)

Lemmas 9 and 10 imply Lemma 2.

The following section combines these results, Appendix C.2 and switched systems theory to analyze the switched system between modes \( \emptyset \) and \( \bigcirc \).
C.3.2 Dwell Time

The dynamics in (5.11) and the change of variables in (C.19) yield the following switched system dynamics:

\[
z(t) = A_{z\gamma}(t)z(t), \quad \gamma \in \mathcal{S}, \quad (C.29)
\]

with the same switching signal and switching times as in Section 5.3.2. \(A_{z\gamma}(t) := SA_{\gamma}(t)S^{-1}\), and \(A_{z\gamma}(t) := SA_{\gamma}(t)S^{-1}\). Recall that in mode \(\mathcal{O}\) the dynamics for the temporal error \(\zeta_t(t)\) are decoupled from the coordination and rate errors \(z_u(t) := S_u[\zeta_c(t)^\top, \zeta_r(t)^\top]^\top\), and thus the stability analyses for \(\zeta_t(t)\) and \(z_u(t)\) were performed separately. However, in mode \(\mathcal{O}\) the Lyapunov function \(V_r\) is expressed in terms of \(z(t)\), a state that lumps together the temporal, coordination, and rate errors. As a result, to find the evolution of \(V_r\) in mode \(\mathcal{O}\), one must find a relation between all these states. To this end, define \(\tilde{z}(t) := [\zeta_t(t), z_u(t)]^\top\) and the corresponding change of variables

\[
z(t) = T_{z\tilde{z}}(t), \quad T_{z\tilde{z}} := \begin{bmatrix}
1 & 0 & 0 \\
0 & \mathbb{I}_{n-1} & 0 \\
k_P \mathbb{I}_{n-n_\ell} & 0 & \mathbb{I}_{n-n_\ell}
\end{bmatrix}. \quad (C.30)
\]

To rewrite \(V_r\) in terms of \(V_u\), define \(\tilde{P}_r(t) := T_{z\tilde{z}}^\top P_r(t)T_{z\tilde{z}}\) such that \(V_r(t, \tilde{z}) = \tilde{z}^\top \tilde{P}_r(t) \tilde{z}\). Then, the evolution of \(V_r\) in mode \(\mathcal{O}\) can be expressed as

\[
V_r(t, \zeta_t, z_u) = V_u(t, z_u) + \sigma(t, \zeta_t, z_u), \quad (C.31)
\]

where \(\sigma\) is a storage function

\[
\sigma(t, \zeta_t, z_u) := (2n - n_\ell)\beta_r \zeta_t^2(t) + 2\beta_r \frac{k_P}{k_I} \zeta_t(t) \begin{bmatrix}
0 & 1_{n-n_\ell}^\top
\end{bmatrix} z_u(t) + z_u(t)^\top \Delta P(t) z_u(t),
\]

with

\[
\Delta P(t) := \begin{bmatrix}
P_o_r(t) - P_o_u(t) & 0 \\
0 & \left(\frac{k_P}{k_I}\right)^2 \left(\beta_r \mathbb{I}_{n-n_\ell} - \beta_u \Pi^{-1}\right)
\end{bmatrix}.
\]

Equations (C.18) and (C.13) imply that \(\zeta_t(t)\) and \(z_u(t)\) are UB and GUES in mode \(\mathcal{O}\), respectively. Hence, Equation (C.31) proves that \(V_r\) can increase in mode \(\mathcal{O}\), and this increase is bounded.
The following lemma uses the results above, switched systems theory, and Lemmas 4 through 9 to prove that if system (C.29) persistently switches between modes \( \emptyset \) and \( \bigcirc \), that is \( n_s \to \infty \) as \( t \to \infty \), then there is a dwell time \( \tau_{R_1} \) that renders the origin of the switched system in (C.29) with slow switching constraints in (5.12) asymptotically stable.

**Lemma 11** Assume the information flow \( G(t) \) satisfies Assumptions 4 through 5 and consider the switched system (C.29), with slow switching constraints (5.12), and dwell time

\[
\tau_{R_1} = \eta_t + \max \left\{ 0, \frac{1}{2\lambda_r} \ln a_{\tau} \right\},
\]

with known constant \( a_{\tau} \), and design parameter \( \eta_t > 0 \). Then the temporal, coordination, and rate errors satisfy

\[
|\xi_i(t_{2k}) - \xi_R(t_{2k})| \leq \kappa_{t,r} \|\xi_0\| e^{-\lambda_r \eta_t},
\]

\[
|\xi_i(t_{2k}) - \xi_j(t_{2k})| \leq \kappa_{c,r} \|\xi_0\| e^{-\lambda_r \eta_t},
\]

\[
|\dot{\xi}_i(t_{2k}) - \rho| \leq \kappa_{r,r} \|\xi_0\| e^{-\lambda_r \eta_t}.
\]

Hence, if \( n_s \to \infty \) as \( t \to \infty \) the origin of (C.29) is asymptotically stable.

**Proof.** Using Equations (C.26) and (5.12), and leveraging Figure C.1 to aid in the visualization of this proof, the evolution of \( V_R \) in mode \( \bigcirc \) from \( t_{2k-1} \) to \( t_{2k} \) satisfies

\[
V_R(t_{2k}) < V_R(t_{2k-1})e^{-2\lambda_r \tau_{R_1}}.
\]

Define the time spent in mode \( \emptyset \) for the \( k \)th \( \emptyset \)-\( \bigcirc \) cycle as \( \Delta t_{u,k} := t_{2k-1} - t_{2k-2} \), and use (C.12)

![Figure C.1: Evolution of the Lyapunov functions \( V_u \) and \( V_R \).](image-url)
and (C.31) to bound the evolution of $V_r$ in mode $\emptyset$ from $t_{2k-2}$ to $t_{2k-1}$

$$V_r(t_{2k-1}) \leq V_u(t_{2k-2})e^{-2\lambda_u \Delta t_{u,k}} + \sigma(t_{2k-1}).$$

Using Lemmas 4 and 8, noting that $\Pi_{\epsilon}^{-1} \geq \mathbb{I}_{n-n_\ell}$, and letting $\beta_r = \alpha_u$, one can prove that $\Delta P(t) \leq 0$, which leads to the following bound:

$$\sigma(t) \leq (2n - n_\ell)\beta_r \zeta^2(t) + 2\beta_r \frac{k_p}{k_1} \sqrt{n - n_\ell} |\zeta(t)| \|z_u(t)\|.$$

The results above, the dynamics in (C.15), Lemmas 5 and 9, the proof of Lemma 7, and Equations (C.30) and (5.12) imply

$$V_r(t_{2k}) - V_r(t_{2k-2}) < \left(a_r e^{-2\lambda_r \tau R_1} - 1\right) V_r(t_{2k-2}),$$

where

$$a_r := \frac{1}{a_r} \sup_{\Delta t_{u,k} \geq 0} \left((2n - n_\ell)\beta_r f^2(\Delta t_{u,k}) + 2\sqrt{n - n_\ell} \beta_r \frac{k_p}{k_1} \sqrt{\frac{b_u}{a_u} \|T_z^{-1}\|} f(\Delta t_{u,k}) + b_u \|T_z^{-1}\|^2 e^{-2\lambda_u \Delta t_{u,k}}\right),$$

with

$$f(\Delta t_{u,k}) := 1 + d_a \left(1 - e^{-\lambda_u \Delta t_{u,k}}\right), \quad d_a := \frac{\|R\|}{\lambda_u} \sqrt{\frac{b_u}{a_u} \|T_z^{-1}\|}.$$

Then, the sequence $V_r(t_{2k-2}), V_r(t_{2k}), \ldots$ is decreasing and positive for the dwell time in (C.32).

Next, an inductive argument leads to $V_r(t_{2k}) < V_r(0) a_r^k e^{-2\lambda_r k \tau R_1}$, and therefore

$$V_r(t_{2k}) < V_r(0) e^{-2k\lambda_r \eta_r}. \quad (C.34)$$

Thus, if $k \to \infty$ as $t \to \infty$, then $V_r(t_{2k})$ converges asymptotically to the origin. A similar process as in the proof of Lemma 10 can be used to derive the inequalities in (C.33).

**Remark 10** Lemma 11 does not consider the link-weight logic for relaxed temporal constraints described in Table 5.4. It simply assumes infinitely many switches subject to the slow switching constraints in (5.12). However, the logic for relaxed temporal constraints in Table 5.4 is state-dependent, but also implements a temporal logic that guarantees (5.12) is met.
The following section leverages this result to prove that the system dynamics in (C.29), subject to the link-weight logic for relaxed temporal constraints in Table 5.1, yields finitely many switches and satisfies the design objectives defined in Equation (2.15).

C.3.3 Switching Logic

The next lemma shows that there exists a sufficiently small set containing the origin of (C.29) such that no agent can escape the temporal window. To this end, define $\Delta_t$ satisfying $0 < \Delta_t \leq \Delta_t(t)$.

**Lemma 12** Assume the information flow $G(t)$ satisfies Assumptions 3 through 5, and consider the switched system (C.29), with slow switching constraints (5.12). If $n_s \to \infty$ as $t \to \infty$, then there exist a time $t_\delta$ and a known constant $\delta$ such that

$$V_r(t_\delta) \leq \delta^2 \Rightarrow |\xi_i(t) - \xi_R(t)| < \Delta_t(t), \quad \forall t > t_\delta, \quad \forall i \in I. \quad (C.35)$$

**Proof.** Lemma 11 implies that there exists a time $t_\Delta_1$ when the last peer crosses the boundary $|\xi_i(t_{\Delta_1}) - \xi_R(t_{\Delta_1})| = \Delta_t$, as sketched in Figure C.2. Now, assume

$$\exists t_{\Delta_2} > t_\delta \mid |\xi_i(t_{\Delta_2}) - \xi_R(t_{\Delta_2})| = \Delta_t(t_{\Delta_2}), \quad i \in I,$$

as depicted in Figure C.2. Algebraic manipulation of the error states in (6.6) and $\|q_i\| = \sqrt{\frac{n-1}{n}}$ yield

$$\Delta_t(t_{\Delta_2}) \leq \sqrt{\frac{n-1}{n}} \|\zeta_R(t_{\Delta_2})\| + |\zeta_i(t_{\Delta_2})|.$$

Considering the following cases

$$t_{\Delta_2} > t_{\Delta_1} + \tau_{R_1} \land t_\delta > t_{\Delta_1} + \tau_{R_1},$$
$$t_{\Delta_2} > t_{\Delta_1} + \tau_{R_1} \land t_\delta \leq t_{\Delta_1} + \tau_{R_1},$$
$$t_{\Delta_2} \leq t_{\Delta_1} + \tau_{R_1},$$

Lemmas 5 and 9, Equations (C.12), (C.26), and (C.30), noting that $\frac{b_u}{a_u} \geq 1, \|T_z^{-1}\| \geq 1, \text{ and}$
The results above lead to $\Delta t(t) \leq a_\delta \delta$ with

$$a_\delta := \frac{1}{\sqrt{a_r}} \left( 1 + \frac{R}{\lambda_u} \sqrt{\frac{b_u}{a_u}} \|T_z^{-1}\| + \sqrt{\frac{n - 1}{n} \frac{b_u}{a_u} \|T_z^{-1}\|} \right).$$

Then, choosing a sufficiently small $\delta = \epsilon \frac{\Delta t}{a_\delta}$ with $\epsilon \in (0,1)$ leads to a contradiction, $\Delta t(t) \not\leq \epsilon \Delta t$. Thus, there exist $t_\delta$ and $\delta$ such that (C.35) holds.

The following result merges Lemmas 11 and 12 with the link-weight logic for relaxed temporal constraints in Table 5.1.

**Lemma 13** Assume the information flow $\mathcal{G}(t)$ satisfies Assumptions 3 through 5, and consider the switched system (C.29) with the link-weight logic for relaxed temporal constraints in Table 5.1. Then

$$\exists t_{\Delta t} \leq t_\delta \mid |\xi_i(t) - \xi_{\Delta t}(t)| < \Delta t(t) \wedge \gamma(t) = \emptyset, \quad \forall t \geq t_{\Delta t}, \quad \forall i \in \mathcal{I}.$$  

**Proof.** System (C.29) and the logic for relaxed constraints in Table 5.1 can be represented as a
finite state machine, shown in Figure C.3. As a result, the proof is divided into the following cases:

1) If (C.29) is in mode \( \bigcirc \), then Lemma 11 ensures that \( |\xi_i(t) - \xi_R(t)| \) converges to 0 for all \( i \in \mathcal{I} \). However, only the link peers implement the switching logic, and thus \( \exists t \geq 0 \) such that

\[
|\xi_i(t) - \xi_R(t)| < \Delta(t), \quad \forall i \in \mathcal{I}, \tag{C.36}
\]

Since only the link peers satisfy the condition above, some end peers could be outside of the temporal window. This gives rise to two possibilities:

a) After \( \tau_{R1} \) seconds the link peers still satisfy (C.36), and the logic in Table 5.1 switches (C.29) to mode \( \emptyset \).

b) Otherwise, the system remains in mode \( \bigcirc \). However, Lemma 11 implies that (C.29) cannot remain in this mode indefinitely, and the system eventually switches to mode \( \emptyset \).

2) If (C.29) is in mode \( \emptyset \), then Lemma 12 ensures that \( |\xi_i(t) - \xi_j(t)| \) converges to 0 for all \( i, j \in \mathcal{I} \), whereas Lemma 7 shows that \( |\xi_i(t) - \xi_R(t)| \) can increase by a bounded amount, which leads to two possibilities:

a) All agents converge to the temporal window

\[
|\xi_i(t) - \xi_R(t)| < \Delta(t), \quad \forall i \in \mathcal{I}, \quad \forall t \geq t_{\Delta_i}, \tag{C.37}
\]

with \( t_{\Delta_i} \leq t_{\delta} \), and the system remains in mode \( \emptyset \).

---

4This can be proven more succinctly by contradiction. However, the following proof has been chosen because it provides a better insight into the behavior of the distributed switched system.
b) Otherwise, some peers escape the temporal window and the system switches to mode \( \mathcal{C} \).

However, Lemmas 11 and 12 imply that (C.29) cannot switch between modes \( \mathcal{O} \) and \( \mathcal{C} \) indefinitely. Thus, \( \exists t_{\Delta} \leq t_{\delta} \) such that (C.37) holds.

Hence, mode \( \mathcal{O} \) is the only stable state in the finite state machine shown in Figure C.3.

Next, Lemmas 12 and 13 are leveraged to find an upper bound for the number of mode switches required to ensure that no vehicle escapes the desired temporal window, \( |\xi_i(t) - \xi_R(t)| < \Delta_t(t) \).

**Lemma 14** Assume the information flow \( \mathcal{G}(t) \) satisfies Assumptions 3 through 5 and consider the switched system (C.29), with the link-weight logic for relaxed temporal constraints in Table 5.1. Then

\[
n_s < 2 \left[ \frac{1}{\lambda_r \eta_r} \ln \left( \kappa_n \frac{\|\zeta_0\|}{\Delta_t} \right) \right] (C.38)
\]

with known constant \( \kappa_n := \frac{\alpha_s}{\epsilon} \sqrt{b_r} \), and \( \epsilon \in (0, 1) \).

**Proof.** Assuming \( \gamma(t_0) = \mathcal{O} \), one can use Equations (C.22) and (C.34) as well as Lemma 12 to find an upper bound for the number of \( \mathcal{O} \)-\( \mathcal{C} \) cycles required to ensure \( V_r(t_{2k}) \leq \delta^2 \), and thus guarantee that \( |\xi_i(t) - \xi_R(t)| \leq \Delta_t \) for all \( i \in I \), which yields

\[
k \leq \frac{1}{\lambda_r \eta_r} \ln \left( \sqrt{b_r \|\zeta_0\|} \right)
\]

Then, the expression for \( \delta \) defined in the proof of Lemma 12 and the relation between \( k \) and \( n_s \) yields (C.38). A similar procedure can be applied assuming \( \gamma(t_0) = \mathcal{C} \) to check that inequality (C.38) still holds.

Lemmas 6, 10, 11, 13, and 14 imply Theorem 2. However, Lemmas 5 and 9 define different sets for the control gain \( k_j \). The following section finds a common set of gains that works for modes \( \mathcal{O} \) and \( \mathcal{C} \) simultaneously.

### C.3.4 Compatible Control Gains for the Switched System

Choose values for the tuning parameters \( k_P, \eta_{R_r}, \) and \( \eta_{R_C} \) satisfying the conditions in Lemma 9 and use (C.24) to find \( \lambda_r \). Note that Lemma 6 holds for all \( \lambda_u := \nu \tilde{\lambda}_u \), with \( \nu \in (0, 1] \) being a
design parameter, and set
\[ \frac{k_l}{k_P} = \eta_{I,u} \frac{n}{n_t} \bar{\nu} \lambda_u = \eta_{I,r} \lambda_r. \]

Then, solving for \( \eta_{I,u} \), noting that (C.24) is equivalent to \( \lambda_r = \gamma_r (1 + \eta_{I,r} + f_r)^{-1} \), and using the expressions for \( \gamma_u \) and \( \gamma_r \), one can prove that any \( \nu > 0 \) satisfying
\[ \nu \leq \min \left\{ 1, \frac{\eta_{I,r} \lambda_r}{\gamma_u} \left( 2 + \frac{n_t}{n} \right) \right\}, \]
guarantees that \( \eta_{I,u} \geq 2 \). This provides a set of gains that simultaneously satisfies the conditions in Lemmas 5 and 9.

\[ \blacksquare \]

C.4 Proof of Theorem 3

The proof is a particular case of Lemmas 8, 9, and 10, when \( \tilde{\omega}(t) \equiv n_t \), and \( \omega(t) \equiv v \), that leads to
\[ \xi_s := \eta_{I,s} \left( 1 - \frac{n_t}{n} \right) + 1, \quad f_s := \frac{u^2}{n} \left( \eta_{R,s} \frac{n}{\xi_s (\Lambda_{R,s}^2 - 1)} \right)^2, \]
\[ \kappa_{t,s} := \left( 1 + \sqrt{\frac{n-1}{n}} \right) \kappa_s, \quad \kappa_{c,s} := \sqrt{2} \kappa_s, \]
\[ \kappa_{r,s} := \left( k_P n + \max \left\{ 1, k_R \left( 1 + \sqrt{\frac{n-1}{n}} \right) \right\} \right) \kappa_s, \]
\[ \kappa_s := \frac{b_s}{a_s} \| S^{-1} \| \| S \|, \]
with
\[ b_s = \max \left\{ n, \frac{\left( k_P \right)^2}{k_T^2} \right\}, \quad a_s = \min \left\{ n, \frac{\gamma_s}{\Lambda_{s}^2}, \frac{\left( k_P \right)^2}{k_T^2} \right\}, \quad \gamma_s := \frac{k_P n \mu}{(1 + \Lambda_{s}^2 T)^2}, \quad \Lambda_{s}^2 := k_P n + k_R, \]
and control gains
\[ k_P > 0, \quad \frac{k_l}{k_P} = \eta_{I,s} \lambda_s, \quad k_R = \eta_{R,s} \frac{n}{n_t} \xi_s \lambda_s. \]

\[ \blacksquare \]

C.5 Proof of Theorem 4

This section builds upon the proof for Theorem 1 where unenforced temporal constraints with ideal target-tracking capabilities are addressed, and leverages the same change of variables, and Lyapunov function candidate as in Section C.2.
C.5.1 ISS of the Coordination and Rate Errors

Using the dynamics in (6.2b) and the change of variables in Equation (C.4) yields the system dynamics

\[
\dot{z}_u(t) = A_{zu}(t)z_u(t) + B_{zu}u_{\tau_e}(t),
\]

where \( A_{zu}(t) \) is given in Equation (C.5), and \( B_{zu} := S_uB_u \). The following lemma uses the dynamics in (C.39) and the Lyapunov function in (C.10) to prove that the system with the target-tracking error feedback is ISS with respect to \( u_{\tau_e}(t) \). See [113] for the characterization of ISS-Lyapunov functions.

**Lemma 15** Assume the information flow \( G(t) \) satisfies Assumptions 3 through 5. Then, there exists a function \( W_u \) for the system in (C.39) that satisfies

\[
\sqrt{a_u}\|z_u\| \leq W_u \leq \sqrt{b_u}\|z_u\|, \tag{C.40}
\]

\[
\dot{W}_u \leq -\lambda_u W_u + \frac{1}{\sqrt{a_u}}\|P_uB_{zu}\||u_{\tau_e}|, \tag{C.41}
\]

with known control gains \( k_P \) and \( k_I \), constants \( a_u \) and \( b_u \), and rate of convergence \( \lambda_u = \nu \lambda_u \).

**Proof.** The time derivative of the Lyapunov function candidate \( V_u \), defined in Equation (C.10), along the trajectories of (C.39) is

\[
\dot{V}_u = \frac{\partial V_u}{\partial t} = z_u^\top \left( P_u + A_{zu}^\top P_u + P_u A_{zu} \right) z_u + u_{\tau_e}^\top B_{zu}^\top P_u z_u + z_u^\top P_u B_{zu} u_{\tau_e}.
\]

A similar argument as in the proof of Lemma 5 leads to the following bound:

\[
\dot{V}_u \leq -2\lambda_u V_u + 2\|P_uB_{zu}\||u_{\tau_e}| \sqrt{V_u}/a_u. \tag{C.42}
\]

To obtain a linear differential inequality, introduce the change of variables

\[
W_u(t, z_u) := \sqrt{V_u(t, z_u)},
\]

and note that its time derivative is \( \dot{W}_u = \frac{\dot{V}_u}{2\sqrt{V_u}} \). Similar to the proof in Section C.1, this yields
Next, propagating the effect of the following expression will be used:

Henceforth, for the sake of simplicity, and at the expense of a less tight transient bound, the yields \( \kappa \)

Equation (C.41). Equation (C.40) follows from the definition of \( W_u \) and Equation (C.8).

Application of the comparison lemma, Lemma 3.4 in [108], produces the following bound:

\[
W_u(t) \leq W_u(0)e^{-\lambda_u t} + \frac{1}{\sqrt{\sigma_u}}\|P_u B z_u\| \int_0^t e^{-\lambda_u(t-\tau)}\|u_{\tau_u}(\tau)\|d\tau.
\]

Next, propagating the effect of \( \|u_{\tau_u}(t)\| \) as a perturbation of the form detailed in Equation (6.1) yields

\[
W_u(t) \leq W_u(0)e^{-\lambda_u t} + \kappa_{W_u}\left(\|e_{p_0}\| \int_0^t e^{-\lambda_u(t-\tau)}e^{-k_{PF}\tau}d\tau + \frac{\|\bar{e}_v\|}{k_{PF}} \int_0^t e^{-\lambda_u(t-\tau)}(1 - e^{-k_{PF}\tau})d\tau\right)
\]

\[
\leq W_u(0)e^{-\lambda_u t} + \kappa_{W_u}\frac{\|e_{p_0}\|}{k_{PF} - \lambda_u} \left(e^{-\lambda_u t} - e^{-k_{PF}t}\right) + \ldots
\]

\[
+ \kappa_{W_u}\frac{\|\bar{e}_v\|}{k_{PF}} \left(\frac{1}{\lambda_u} \left(1 - e^{-\lambda_u t}\right) - \frac{1}{k_{PF} - \lambda_u} \left(e^{-\lambda_u t} - e^{-k_{PF}t}\right)\right)
\]

where \( \kappa_{W_u} := \frac{k_{PF}}{k_{PF} - \lambda_u}\|B z_u\| \). Notice that the exponentially decaying term

\[
- \frac{1}{k_{PF} - \lambda_u} \left(e^{-\lambda_u t} - e^{-k_{PF}t}\right) \leq 0, \quad \forall t \geq 0.
\]

Henceforth, for the sake of simplicity, and at the expense of a less tight transient bound, the following expression will be used:

\[
W_u(t) \leq W_u(0)e^{-\lambda_u t} + \kappa_{W_u}\left(\|e_{p_0}\| \frac{\|\bar{e}_v\|}{k_{PF} - \lambda_u} \left(e^{-\lambda_u t} - e^{-k_{PF}t}\right) + \|\bar{e}_v\|\right).
\]  

(C.43)

The next lemma leverages Equation (C.43) to analyze the effect on the individual coordination and rate errors of a perturbation with the structure detailed in Equation (6.1).

**Lemma 16** Assume the underlying speed-tracking controller for all agents satisfies Assumption [7] and the information flow \( \mathcal{G}(t) \) satisfies Assumptions [9] through [5]. Then, the origin of the system dynamics is ISS with respect to \( e_v \), and satisfies

\[
|\xi_i(t) - \xi_j(t)| \leq \kappa_{c,u}\|\xi_{u_0}\|e^{-\lambda_u t} + \frac{\kappa_{c,u_p}}{k_{PF} - \lambda_u}\|e_{p_0}\| \left(e^{-\lambda_u t} - e^{-k_{PF}t}\right) + \kappa_{c,u_v}\|\bar{e}_v\|,
\]

(C.44)

\[
|\dot{\xi}_i(t) - \rho| \leq \kappa_{r,u}\|\xi_{u_0}\|e^{-\lambda_u t} + \frac{\kappa_{r,u_p}}{k_{PF} - \lambda_u}\|e_{p_0}\| \left(e^{-\lambda_u t} - e^{-k_{PF}t}\right) + \kappa_{r,u_v}\|\bar{e}_v\| + \ldots
\]
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\[ + k_{ep} \| \mathbf{e}_{p0} \| e^{-k_{PF}t} + \frac{k_{ep}}{k_{PF}} \| \mathbf{e}_v \|, \quad (C.45) \]

for all \( t \geq 0 \), all \( i, j \in \mathcal{I} \), with constants

\[
\begin{align*}
\kappa_{c,u} :&= \sqrt{2}\kappa_u, \\
\kappa_{c,up} :&= \sqrt{2}\kappa_{up}, \\
\kappa_{c,v} :&= \sqrt{2}\kappa_{uv}, \\
\kappa_{r,u} :&= (k_P n + 1)\kappa_u, \\
\kappa_{r,up} :&= (k_P n + 1)\kappa_{up}, \\
\kappa_{r,v} :&= (k_P n + 1)\kappa_{uv}.
\end{align*}
\]

Proof. Equation (C.40) and the change of variables in Equation (C.4) imply

\[
\| \mathbf{\zeta}_u(t) \| \leq \kappa_u \| \mathbf{\zeta}_{u0} \| e^{-\lambda_u t} + \frac{\kappa_{up}}{k_{PF} - \lambda_u} \| \mathbf{e}_{p0} \| \left( e^{-\lambda_u t} - e^{-k_{PF}t} \right) + \kappa_{uv} \| \mathbf{e}_v \|, \quad (C.46)
\]

where \( \kappa_u \) is defined in Lemma 6 and \( \kappa_{u,p} \) and \( \kappa_{u,v} \) are

\[
\begin{align*}
\kappa_{up} :&= k_{ep} b_u \| S_u^{-1} \| \| B_{zu} \|, \\
\kappa_{uv} :&= \frac{1}{\lambda_u} k_{ep} b_u \| S_u^{-1} \| \| B_{zu} \|.
\end{align*}
\]

A similar argument as in the proof of Lemma 6 yields the individual coordination and rate errors in (C.44) and (C.45).

\[ \square \]

C.5.2 Drift of the Temporal Errors

To find a bound for the temporal error \( |\xi_i(t) - \xi_{R}(t)| \), recall the bound in Equation (C.17)

\[
|\xi_i(t) - \xi_{R}(t)| \leq \sqrt{\frac{n-1}{n} \| \mathbf{\zeta}_u(t) \| + \| \mathbf{\zeta}(t) \|},
\]

and study the evolution of \( |\mathbf{\zeta}(t)| \) with the target-tracking feedback. To this end, consider the dynamics in (6.2a) and the change of variables in (C.4) to rewrite the dynamics as

\[
\dot{\mathbf{\zeta}}_i(t) = -R_{zu}(t) - \frac{1}{n} \mathbf{1}_{n-n_z} \mathbf{u}_\mathbf{v}(t), \quad (C.47)
\]

where \( R \) is defined in (C.15). The following lemma leverages Equation (C.47) to analyze the effect on the individual temporal error of a perturbation with the structure detailed in Equation (6.1).

Lemma 17 Assume the underlying speed-tracking controller for all agents satisfies Assumption 7.
and the information flow $G(t)$ satisfies Assumptions 3 through 5. Then, the error $|\xi_i(t) - \xi_R(t)|$ can drift with time and satisfies:

$$
|\xi_i(t) - \xi_R(t)| \leq |\zeta_0| + \|\zeta_{u_0}\| \left( \kappa_{t,u_1} e^{-\lambda_u t} + \kappa_{t,u_2} \right) + \|e_p_0\| \left( \frac{\kappa_{t,u_1}}{k_{PP} - \lambda_u} \left( e^{-\lambda_u t} - e^{-k_{PP} t} \right) + \kappa_{t,u_p} \right) + \|\bar{e}_v\| \left( \kappa_{t,u_1} + \kappa_{t,u_2} t \right),
$$

for all $t \geq 0$, all $i \in I$, with constants

$$
\kappa_{t,u_1} := \sqrt{\frac{n-1}{n}} \kappa_u, \quad \kappa_{t,u_p} := \sqrt{\frac{n-1}{n}} \kappa_{u_p}, \quad \kappa_{t,u_1} := \sqrt{\frac{n-1}{n}} \kappa_{u_1},
$$

$$
\kappa_{t,u_2} := \kappa_u, \quad \kappa_{t,u_1} := \kappa_p, \quad \kappa_{t,u_2} := \kappa_v.
$$

**Proof.** The 1-norm and 2-norm equivalence properties, and Equation (C.47) yield

$$
|\dot{\zeta}_t(t)| \leq \|R\| \|z_u(t)\| + \frac{\sqrt{n}}{n} \|u_{\tau}(t)\|.
$$

Integrating the result above leads to

$$
|\zeta_t(t)| \leq |\zeta_0| + \|R\| \int_0^t \|z_u(\tau)\| d\tau + \frac{\sqrt{n}}{n} \int_0^t \|u_{\tau}(\tau)\| d\tau.
$$

Bounds for the integral expressions above can be derived using the definition of $W_u$, and Equations (6.1), (C.8), and (C.43)

$$
\int_0^t \|z_u(\tau)\| d\tau \leq \frac{\kappa_u}{\lambda_u} \|\zeta_{u_0}\| \int_0^t e^{-\lambda_u \tau} d\tau + \frac{\kappa_{u_p}}{k_{PP} \lambda_u} \|e_p_0\| \int_0^t \left( e^{-\lambda_u \tau} - e^{-k_{PP} \tau} \right) d\tau + \kappa_{u_v} \|\bar{e}_v\| \int_0^t \frac{1}{\|S_u\|} \|\bar{e}_v\| d\tau.
$$

$$
\int_0^t \|u_{\tau}(\tau)\| d\tau \leq k_{e_p} \|e_p_0\| \int_0^t e^{-k_{PP} \tau} d\tau + \frac{k_{e_v}}{k_{PP}} \|\bar{e}_v\| \int_0^t \left( 1 - e^{-k_{PP} \tau} \right) d\tau
$$

$$
\leq \frac{k_{e_p}}{k_{PP}} \|e_p_0\| + \frac{k_{e_v}}{k_{PP}} \|\bar{e}_v\| t.
$$
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Combining these results yields the following bound for the collective temporal error:

\[
|\zeta(t)| \leq |\zeta_0| + \kappa_{t_u} \|\zeta_{u_0}\| + \kappa_{t_p} \|e_{p_0}\| + \kappa_{t_v} \|\bar{e}_v\| t,
\]  

(C.48)

with known constants

\[
\kappa_{t_u} := \frac{\kappa_u}{\lambda_u \|S_u^{-1}\|}, \quad \kappa_{t_p} := \left(\frac{\kappa_{u_p}}{k_{p_F}} + \frac{\sqrt{n}}{k_{p_F}}\right), \quad \kappa_{t_v} := \left(\frac{\kappa_{u_v}}{\lambda_u \|S_u^{-1}\|} + \frac{\sqrt{n}}{k_{p_F}}\right).
\]

The bound for the individual temporal error in this lemma follows from Equations (C.17), (C.46), and (C.48).

C.5.3 Conditions on the Speed-Tracking Precision and Initial States

To ensure \(\|v_{cmd,i}(t)\| \leq v_{max,i}\) for all \(t \geq 0\) and all \(i \in I\) use Equations (2.10) and (2.11) to infer

\[
\|v_{cmd,i}(t)\| \leq |\dot{\xi}_i(t)| \|v_{d,i}(\xi_i(t))\| + k_{p_F,i} \|e_{p,i}(t)\|.
\]

Next, Lemma [1] and a similar argument as the one used to derive Equation (C.45) yield the steady-state bound

\[
\lim_{t \to \infty} \|v_{cmd,i}(t)\| \leq \rho v_{d_{max,i}} + \left(1 + \frac{k_{e_p}}{k_{p_F}}\right) v_{d_{max,i}} \|\bar{e}_v\|,
\]

where \(v_{d_{max,i}} := \sup_{\zeta_i \in [0,1]} \|v_{d,i}(\zeta_i)\|\) is the maximum desired speed assigned by the trajectory generation algorithm to the \(i\)th vehicle. This implies that to guarantee \(\lim_{t \to \infty} \|v_{cmd,i}(t)\| < v_{max,i}\) for all \(i \in I\) the collective speed-tracking precision must satisfy

\[
\|\bar{e}_v\| < \min_{i \in I} \frac{v_{max,i} - \rho v_{d_{max,i}}}{1 + \left(\frac{k_{r,u_v}}{k_{p_F}} + \frac{k_{e_p}}{k_{p_F}}\right) v_{d_{max,i}}}.
\]  

(C.49)

Note that for this to be possible the reference agent and the trajectory generation algorithms must assign a maximum desired speed and mission rates that satisfy \(v_{max,i} - \rho v_{d_{max,i}} > 0\) for all \(i \in I\). This is considered in Assumption [2]. Now, to derive a bound for \(\|v_{cmd,i}(t)\|\) that holds for both the
transient and steady-state responses, note that the term
\[
\frac{1}{k_{PF} - \lambda_u} \left( e^{-\lambda_u t} - e^{-k_{PF} t} \right)
\]
in Equation (C.45) reaches its maximum value \( \psi_u \) at time \( t = \frac{1}{k_{PF} - \lambda_u} \ln \left( \frac{k_{PF}}{\lambda_u} \right) \) with
\[
\psi_u := \frac{1}{k_{PF} - \lambda_u} \left( \frac{\lambda_u}{k_{PF} - \lambda_u} - \frac{\lambda_u}{\lambda_u} - \frac{k_{PF}}{\lambda_u} \right).
\]

The result above, Lemma 1, and a similar argument as in the derivation of Equation (C.45) yield
\[
\|v_{cmd,i}(t)\| \leq \rho v_{d_{\text{max}},i} + \sum_{i} \|\zeta_{u0}\| + \sum_{i} \|e_{p0}\| + \sum_{i} \|e_{p}\|, \quad \forall t \geq 0.
\]
This defines a set \( \Omega_{u0} \) where all \( (\zeta_{u0}, e_{p0}) \in \Omega_{u0} \) guarantee that \( \|v_{cmd,i}(t)\| \leq v_{\text{max},i} \) is met for all \( t \geq 0 \) and all \( i \in I \) with
\[
\Omega_{u0} := \left\{ (\zeta_{u0}, e_{p0}) \in \mathbb{R}^{2n-n_{i}-1} \times \mathbb{R}^{3n} \mid \sum_{i} \|\zeta_{u0}\| + \sum_{i} \|e_{p0}\| \leq v_{\text{max},i} - \rho v_{d_{\text{max}},i} - \kappa_{\text{uv},i} \|e_{v}\|, \forall i \in I \right\},
\]
and constants
\[
\kappa_{\text{u},i} := \kappa_{r,u} v_{d_{\text{max}},i},
\]
\[
\kappa_{\text{u},p,i} := k_{PF,i} + \left( \kappa_{r,u} \psi_u + k_{FP} \right) v_{d_{\text{max}},i},
\]
\[
\kappa_{\text{uv},i} := 1 + \left( \kappa_{r,u} + \frac{k_{FP}}{k_{PF}} \right) v_{d_{\text{max}},i}.
\]
Figure C.4 illustrates the geometry of \( \Omega_{u0} \), highlighted in blue, for a group of 3 vehicles.

Note that \( \Omega_{u0} \) is the intersection of the area below the 3 dashed lines, one per vehicle. This set cannot be empty since \( \kappa_{\text{u},i}, \kappa_{\text{u},p,i} > 0 \), and \( v_{\text{max},i} - \rho v_{d_{\text{max}},i} - \kappa_{\text{uv},i} \|e_{v}\| > 0 \) for all \( i \in I \). This last inequality can easily be proved using Assumption 2 and the inequality in (C.49).

Finally, choosing the same control gains as in Equation (C.11), the largest possible guaranteed rate of convergence \( \lambda_u = \lambda_u \), Lemmas 16 and 17 yield Theorem 4.
C.6 Proof of Theorem 5

This section builds upon the proof for Theorem 2, where relaxed temporal constraints with ideal target-tracking capabilities are addressed, and leverages the same change of variables, and Lyapunov function candidate as in Section C.3.

C.6.1 ISS with $\tilde{\omega}(t) \geq 1$

Using the dynamics in (5.7), the change of variables in Equation (C.19), and assuming $\tilde{\omega}(t) \geq 1$ yields the system dynamics

$$\dot{z}(t) = A_z(t)z(t) + B_zu_{\tau_e}(t),$$

where $A_z(t)$ is defined in (C.20), and $B_z := SB$. The following lemma uses the dynamics in (C.51) and the Lyapunov function in (C.25) to prove that the system with the target-tracking error feedback is ISS with respect to $u_{\tau_e}(t)$. See [113] for the characterization of ISS-Lyapunov functions.

Lemma 18 Assume the information flow $\mathcal{G}(t)$ satisfies Assumptions 3 through 5 and $\tilde{\omega}(t) \geq 1$. Then, there exists a function $W_r$ for the system in (C.51) that satisfies

$$\sqrt{a_r}\|z\| \leq W_r \leq \sqrt{b_r}\|z\|,$$

$$\dot{W}_r \leq -\lambda_r W_r + \frac{1}{\sqrt{a_r}}\|P_rB_z\|\|u_{\tau_e}\|,$$

with known control gains $k_R$, $k_P$ and $k_I$, constants $a_r$ and $b_r$, and rate of convergence $\lambda_r$.

Proof. The time derivative of the Lyapunov function candidate $V_r$, defined in Equation (C.25), along the trajectories of (C.51) is

$$\dot{V}_r = \frac{\partial V_r}{\partial t} = z^T(\dot{P}_r + A_z^TP_r + P_zA_z)z + u_{\tau_e}^TP_zz + z^TP_zB_zu_{\tau_e},$$

and the proof of Lemma 9 leads to the following bound:

$$\dot{V}_r \leq -2\lambda_r V_r + 2\|P_rB_z\|\|u_{\tau_e}\|\sqrt{\frac{V_r}{a_r}}.$$
To obtain a linear differential inequality, introduce the change of variables

\[ W_r(t, z) := \sqrt{V_r(t, z)}, \]

and note that its time derivative is \( \dot{W}_r = \frac{V_r}{2\sqrt{V_r}} \). Similar to the proof in Section C.1, this yields Equation (C.53). Equation (C.52) follows from the definition of \( W_r \) and Equation (C.22).

Application of the comparison lemma, Lemma 3.4 in [108], produces the following bound:

\[ W_r(t) \leq W_r(0)e^{-\lambda_r t} + \frac{1}{\sqrt{a_r}}\|P_r B_z\| \int_0^t e^{-\lambda_r (t-\tau)}\|u_{\tau e}(\tau)\| \, d\tau, \]

and a similar reasoning as in Section C.5.1 yields

\[ W_r(t) \leq W_r(0)e^{-\lambda_r t} + \kappa_{W_r} \left( \frac{\|e_{p0}\|}{k_{P}\lambda_r} \left( e^{-\lambda_r t} - e^{-k_{P}t} \right) + \|\tilde{e}_v\| \right), \tag{C.55} \]

where \( \kappa_{W_r} := \frac{k_{e_p}}{\sqrt{a_r}}\|P_r B_z\| \). The next lemma leverages Equation (C.55) to analyze the effect on the individual temporal, coordination and rate errors of a perturbation with the structure detailed in Equation (6.1).

**Lemma 19** Assume the underlying speed-tracking controller for all agents satisfies Assumption [7] the information flow \( G(t) \) satisfies Assumptions [3] through [5] and \( \bar{\omega}(t) \geq 1 \). Then, the origin of the system dynamics in (C.51) is ISS with respect to \( e_v \), and satisfies

\[ |\xi_i(t) - \xi_R(t)| \leq \kappa_{t,i} \|\xi_0\|e^{-\lambda_r t} + \kappa_{t,r,p} \frac{\|e_{p0}\|}{k_{P}\lambda_r} \left( e^{-\lambda_r t} - e^{-k_{P}t} \right) + \kappa_{t,r,v} \|\tilde{e}_v\|, \tag{C.56} \]

\[ |\xi_i(t) - \xi_j(t)| \leq \kappa_{c,i} \|\xi_0\|e^{-\lambda_r t} + \kappa_{c,r,p} \frac{\|e_{p0}\|}{k_{P}\lambda_r} \left( e^{-\lambda_r t} - e^{-k_{P}t} \right) + \kappa_{c,r,v} \|\tilde{e}_v\|, \tag{C.57} \]

\[ |\dot{\xi}_i(t) - \rho| \leq \kappa_{r,r} \|\xi_0\|e^{-\lambda_r t} + \kappa_{r,r,p} \frac{\|e_{p0}\|}{k_{P}\lambda_r} \left( e^{-\lambda_r t} - e^{-k_{P}t} \right) + \kappa_{r,r,v} \|\tilde{e}_v\| + \ldots \]

\[ + k_{e_p} \|e_{p0}\|e^{-k_{P}t} + \kappa_{e_p} \|\tilde{e}_v\|, \tag{C.58} \]
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for all \( t \geq 0 \), and all \( i, j \in \mathcal{I} \), with constants

\[
\kappa_{t,r} := \left(1 + \sqrt{\frac{n-1}{n}}\right) \kappa_r, \quad \kappa_{c,r} := \sqrt{2} \kappa_r, \quad \kappa_{r,p} := (k_p n + \max \left\{1, k_R \left(1 + \sqrt{\frac{n-1}{n}}\right)\right\}) \kappa_r,
\]

\[
\kappa_{t,r,p} := \left(1 + \sqrt{\frac{n-1}{n}}\right) \kappa_{r,p}, \quad \kappa_{c,r,p} := \sqrt{2} \kappa_{r,p}, \quad \kappa_{r,r,p} := (k_p n + \max \left\{1, k_R \left(1 + \sqrt{\frac{n-1}{n}}\right)\right\}) \kappa_{r,p},
\]

\[
\kappa_{t,r,v} := \left(1 + \sqrt{\frac{n-1}{n}}\right) \kappa_{r,v}, \quad \kappa_{c,r,v} := \sqrt{2} \kappa_{r,v}, \quad \kappa_{r,r,v} := (k_p n + \max \left\{1, k_R \left(1 + \sqrt{\frac{n-1}{n}}\right)\right\}) \kappa_{r,v}.
\]

Proof. Equation (C.52) and the change of variables in Equation (C.19) imply

\[
\|\zeta(t)\| \leq \kappa_r \|\zeta_0\| e^{-\lambda_r t} + \frac{\kappa_{r,p}}{k_{p,p} - \lambda_r} \|\mathbf{e}_{p0}\| \left(e^{-\lambda_r t} - e^{-k_{p,p} t}\right) + \kappa_{r,v} \|\mathbf{e}_v\|, \quad (C.59)
\]

where \( \kappa_r \) is defined in Lemma 10, and \( \kappa_{r,p} \) and \( \kappa_{r,v} \) are

\[
\kappa_{r,p} := k_e \frac{b_r}{a_r} \|S^{-1}\| \|\mathbf{B}_z\|, \quad \kappa_{r,v} := \frac{1}{\lambda_r} \frac{k_{e_p}}{k_{p,p}} \frac{b_r}{a_r} \|S^{-1}\| \|\mathbf{B}_z\|.
\]

A similar argument as in the proof of Lemma 10 yields the individual temporal, coordination and rate errors in (C.56), (C.57) and (C.58).

This concludes the proof of Lemma 3.

Conditions on the Speed-Tracking Precision and Initial States, \( \tilde{\omega} \geq 1 \)

A similar procedure as in Section C.5.3 can be used, along with derivation of Equation (C.58), to infer the following condition on the collective speed-tracking precision:

\[
\|\mathbf{e}_v\| < \min_{i \in \mathcal{I}} \frac{v_{\text{max},i} - \rho v_{d_{\text{max}},i}}{1 + \left(\kappa_{r,r} + \frac{k_{e_p}}{k_{p,p}}\right) v_{d_{\text{max}},i}}, \quad (C.60)
\]

which guarantees that the steady-state response satisfies \( \lim_{t \to \infty} \|v_{\text{cmd},i}(t)\| < v_{\text{max},i} \) for all \( i \in \mathcal{I} \). Note that for this to be possible the reference agent and the trajectory generation algorithms must assign a maximum desired speed and mission rates that satisfy \( v_{\text{max},i} - \rho v_{d_{\text{max}},i} > 0 \) for all \( i \in \mathcal{I} \). This is considered in Assumption 2. Now, similar to Section C.5.3 to derive a bound for \( \|v_{\text{cmd},i}(t)\| \)
that holds for both the transient and steady-state responses, note that the term
\[
\frac{1}{k_{PF} - \lambda_r} \left( e^{-\lambda_r t} - e^{-k_{PF} t} \right)
\]
in Equation (C.58) reaches its maximum value \( \psi_r \) at time \( t = \frac{1}{k_{PF} - \lambda_r} \ln \left( \frac{k_{PF}}{\lambda_r} \right) \) with
\[
\psi_r := \frac{1}{k_{PF} - \lambda_r} \left( \left( \frac{k_{PF}}{\lambda_r} \right) - \left( \frac{k_{PF}}{\lambda_r} \right)^2 - \left( \frac{k_{PF}}{\lambda_r} \right)^3 \right).
\]

The result above, Lemma 1, and a similar argument as in the derivation of Equation (C.58) yield
\[
\| v_{cmd,i}(t) \| \leq \rho v_{d_{\max,i}} + \kappa_{\Omega_r,i} \| \zeta_0 \| + \kappa_{\Omega_{r_p,i}} \| e_{p_0} \| + \kappa_{\Omega_{r_v,i}} \| \bar{e}_v \|.
\]
This defines a set \( \Omega_{r_0} \) where all \( (\zeta_0, e_{p_0}) \in \Omega_{r_0} \) guarantee that \( \| v_{cmd,i}(t) \| \leq v_{\max,i} \) is met for all \( t \geq 0 \) and all \( i \in I \) with
\[
\Omega_{r_0} := \left\{ (\zeta_0, e_{p_0}) \in \mathbb{R}^{2n - n_{\ell} - 1} \times \mathbb{R}^3 \mid \kappa_{\Omega_r,i} \| \zeta_0 \| + \kappa_{\Omega_{r_p,i}} \| e_{p_0} \| \leq v_{\max,i} - \rho v_{d_{\max,i}} - \kappa_{\Omega_{r_v,i}} \| \bar{e}_v \|, \forall i \in I \right\},
\]
and constants
\[
\begin{align*}
\kappa_{\Omega_{r,i}} &:= \kappa_{r,r} v_{d_{\max,i}}, \\
\kappa_{\Omega_{r_p,i}} &:= k_{PF,i} + \left( \kappa_{r,r_p} \psi_r + k_{ep} \right) v_{d_{\max,i}}, \\
\kappa_{\Omega_{r_v,i}} &:= 1 + \left( \kappa_{r,r_v} + \frac{k_{ep}}{k_{PF}} \right) v_{d_{\max,i}}.
\end{align*}
\]

Figure C.5 illustrates the geometry of \( \Omega_{r_0} \), highlighted in blue, for a group of 3 vehicles. The same interpretation of the geometry of the set as in Section C.5.3 Assumption 2 and the inequality in (C.60) lead to the same conclusion here: the set \( \Omega_{r_0} \) cannot be empty. In addition, to ensure that vehicles can converge to the desired temporal window \( \Delta_i(t) \) as \( t \to \infty \) when \( \tilde{\omega} \geq 1 \),
Equation (C.56) can be used to derive the following condition on the speed-tracking precision:

$$\|\bar{e}_v\| < \frac{\Delta_i}{\kappa_{t,r_v}}.$$  

where $0 < \Delta_t \leq \Delta_t(t)$ for all $t \geq 0$.

### C.6.2 Dwell Time

The dynamics in (6.3) and the change of variables in (C.19) yield the following switched system dynamics:

$$z(t) = A_{z,\gamma}(t)z(t) + B_zu_{\tau_k}(t), \quad \gamma \in S,$$  

with the same switching signal and switching times as in Section 6.2.2. $A_{z,\emptyset}(t) := SA_{\emptyset}(t)S^{-1}$, $A_{z,\infty}(t) := SA_{\infty}(t)S^{-1}$, and $B_z := SB$. Contrary to the analysis in Section C.3.2, now in mode $\emptyset$ the collective temporal error $\zeta_t(t)$ can drift away from the origin, as shown in Equation (C.48), and the coordination and temporal errors embedded in $z_u(t)$ are ISS with respect to $u_{\tau_k}(t)$. In addition, in mode $\infty$ the state that lumps together the temporal, coordination, and rate errors $z(t)$ is also ISS with respect to $u_{\tau_k}(t)$. To study this new behavior, this section will utilize functions $W_u$ and $W_r$, as opposed to $V_u$ and $V_r$ used in Section C.3.2. The reason for this is that the linearity initially shown in (C.9) and (C.23) for ideal target tracking has now been lost, as demonstrated by Equations (C.42) and (C.54).

Next, assuming that (C.62) persistently switches between modes $\emptyset$ and $\infty$ with the slow switching constraints in (6.5), the following lemma uses switched theory for ISS and iISS systems with the proof of Lemmas 16, 17 and 19 to find individual dwell times $\tau_{r_{1,k}}$ that render the system dynamics in (C.62) ISS with respect to $u_{\tau_k}(t)$.

**Lemma 20** Assume the underlying speed-tracking controller for all agents satisfies Assumption 7, the information flow $G(t)$ satisfies assumptions 3 through 5. Then, the switched system (C.62), with slow switching constraints (6.5), and individual dwell times

$$\tau_{r_{1}}(t) = \max \left\{ \epsilon_r, \frac{1}{\lambda_r} \ln \Delta t_0(t) \right\} + \max \left\{ 0, \frac{1}{\lambda_r} \ln \kappa_{w_r} \right\}, \quad \forall i \in I_\ell,$$  
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with known constant $\kappa_{W_r}$, and design parameter $\epsilon_r > 0$, satisfies the following temporal, coordination, and rate errors bounds:

\[
|\xi_i(t_{2k}) - \xi_i(t_{2k})| \leq \kappa_{t,r} \| \xi_0 \| e^{-k\lambda_{t_r} \epsilon_r} + \kappa_{t,p} \| e_{p_0} \| k e^{-k\lambda_{t_p} \epsilon_r} + (\kappa_{t,v_1} + \kappa_{t,v_2} e^{k\lambda_{t_v} \epsilon_r}) \| \bar{e}_v \| \sum_{m=1}^{k} e^{-m\lambda_{t_r} \epsilon_r}, \tag{C.63}
\]

\[
|\xi_i(t_{2k}) - \xi_j(t_{2k})| \leq \kappa_{c,r} \| \xi_0 \| e^{-k\lambda_{t_r} \epsilon_r} + \kappa_{c,p} \| e_{p_0} \| k e^{-k\lambda_{t_p} \epsilon_r} + (\kappa_{c,v_1} + \kappa_{c,v_2} e^{k\lambda_{t_v} \epsilon_r}) \| \bar{e}_v \| \sum_{m=1}^{k} e^{-m\lambda_{t_r} \epsilon_r}, \tag{C.64}
\]

\[
|\dot{\xi}_i(t_{2k}) - \dot{\xi}_j(t_{2k})| \leq \kappa_{r,r} \| \xi_0 \| e^{-k\lambda_{t_r} \epsilon_r} + \kappa_{r,p} \| e_{p_0} \| k e^{-k\lambda_{t_p} \epsilon_r} + (\kappa_{r,v_1} + \kappa_{r,v_2} e^{k\lambda_{t_v} \epsilon_r}) \| \bar{e}_v \| \sum_{m=1}^{k} e^{-m\lambda_{t_r} \epsilon_r} + \ldots
\]

\[+ \kappa_{r,p} \| e_{p_0} \| e^{-k\lambda_{r_p} \epsilon_r} \frac{k \epsilon_r}{k_{r_p}} \| \bar{e}_v \|, \tag{C.65}
\]

for all $i, j \in \mathcal{I}$ and $k \in \mathbb{N}$, with $\kappa_{t,r}$, $\kappa_{c,r}$, and $\kappa_{r,r}$ defined in Lemma 10 and remaining constants

\[
\begin{align*}
\tilde{\kappa}_{t,p} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_p} \| S^{-1} \|, & \tilde{\kappa}_{c,p} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_p} \| S^{-1} \|, & \tilde{\kappa}_{r,p} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_p} \| S^{-1} \|, \\
\tilde{\kappa}_{t,v_1} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_v} \| S^{-1} \|, & \tilde{\kappa}_{c,v_1} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_v} \| S^{-1} \|, & \tilde{\kappa}_{r,v_1} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_v} \| S^{-1} \|, \\
\tilde{\kappa}_{t,v_2} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_v} \| S^{-1} \|, & \tilde{\kappa}_{c,v_2} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_v} \| S^{-1} \|, & \tilde{\kappa}_{r,v_2} &:= \left(1 + \sqrt{\frac{n-1}{n}} \right) \kappa_{W_v} \| S^{-1} \|.
\end{align*}
\]

**Proof.** Using Equations (C.55), (C.61), and (6.5), and leveraging Figure C.6 to aid in the visualization of this proof, the evolution of $W_r$ in mode $\mathbb{C}_r$ from $t_{2k-1}$ to $t_{2k}$ satisfies

\[
W_r(t_{2k}) \leq W_r(t_{2k-1}) e^{-\lambda_r T_{R_1,k}} + \kappa_{W_r} \left( \psi_r \| e_p(t_{2k-1}) \| + \frac{1}{k_{r_p} \lambda_r} \| \bar{e}_v \| \right). \tag{C.66}
\]

Notice that in Figure C.6 the functions $W_u$ and $W_r$ can initially grow until the exponentially decaying terms dominate. However, in the previous analysis of the switched system with ideal target-tracking capabilities, these functions were monotonically decreasing, as depicted in Figure C.1. Next, the definition of $W_r$, inequality (C.22), and the change of variables in (C.30), along

![Figure C.6: Evolution of functions $W_u$ and $W_r$.](image)
with \( \|
\tilde{z}(t_{2k-1})\| \leq |\zeta_t(t_{2k-1})| + \|z_u(t_{2k-1})| \) imply

\[
W_r(t_{2k-1}) \leq \sqrt{b_r}\|T_z\| (|\zeta_t(t_{2k-1})| + \|z_u(t_{2k-1})|). \tag{C.67}
\]

Now, to find the evolution of \( \zeta_t(t) \) in mode \( O \) from \( t_{2k-2} \) to \( t_{2k-1} \), leverage the preceding steps to Equation (C.48) to arrive at

\[
|\zeta_t(t_{2k-1})| \leq |\zeta_t(t_{2k-2})| + \kappa_{t_z} \|z_u(t_{2k-2})\| + \kappa_{t_p} \|e_p(t_{2k-2})\| + \kappa_{t_v} \|\bar{e}_v\|(t_{2k-1} - t_{2k-2}),
\]

where \( \kappa_{t_z} := \frac{\kappa_t}{\|z_u\|} \), and \( \kappa_{t_u}, \kappa_{t_p}, \) and \( \kappa_{t_v} \) are defined in Section [C.5.2](#). The evolution of \( \|z_u(t)\| \) in mode \( O \) from \( t_{2k-2} \) to \( t_{2k-1} \) can be bounded using the definition of \( W_u \), Equations (C.48), (C.43), (C.50), and (6.5). For the sake of simplicity, and at the expense of less tight bounds, all exponentially decaying terms have been bounded by a constant value, leading to

\[
\|z_u(t_{2k-1})\| \leq \sqrt{\frac{b_u}{a_u}} \|z_u(t_{2k-2})\| + \frac{\kappa_{W_u}}{\sqrt{a_u}} \left( \psi_u \|e_p(t_{2k-2})\| + \frac{1}{\bar{e}_p \lambda_u} \|\bar{e}_v\| \right).
\]

Hence, combining the bounds for \( |\zeta_t(t_{2k-1})| \) and \( \|z_u(t_{2k-1})\| \) with Equation (C.67), noting that \( \|z_u(t_{2k-2})\| \leq \|\tilde{z}(t_{2k-2})\| \leq \|T_z^{-1}\| \|z(t_{2k-2})\| \) and \( |\zeta_t(t_{2k-2})| \leq \|z(t_{2k-2})\| \), the definition of \( W_r \), and Equation (C.22) yield

\[
W_r(t_{2k-1}) \leq \kappa_{W_r} W_r(t_{2k-2}) + \kappa_{W_p} \|e_p(t_{2k-2})\| + \kappa_{W_{e_1}} \|\bar{e}_v\| + \kappa_{W_{e_2}} \|\bar{e}_v\|(t_{2k-1} - t_{2k-2}), \tag{C.68}
\]

with constants

\[
\kappa_{W_r} := b_r \|T_z\| \left( 1 + \|T_z^{-1}\| \left( \kappa_{t_z} + \sqrt{\frac{b_u}{a_u}} \right) \right), \quad \kappa_{W_p} := \sqrt{b_r} \|T_z\| \left( \kappa_{t_p} + \frac{\kappa_{W_u}}{\sqrt{a_u}} \psi_u \right),
\]

\[
\kappa_{W_{e_1}} := \sqrt{b_r} \|T_z\| \frac{\kappa_{W_u}}{\sqrt{a_u} \bar{e}_p \lambda_u}, \quad \kappa_{W_{e_2}} := \sqrt{b_r} \|T_z\| \kappa_{t_v}.
\]

Define the time spent in mode \( O \) for the \( k \)th \( O \)-cycle as \( \Delta t_{u,k} := t_{2k-1} - t_{2k-2} \), and combine
Equations (C.68) and (C.68) to obtain

\[ W_r(t_{2k}) \leq (\kappa_{W_r} W_r(t_{2k-2}) + \kappa_{W_p} \| e_p(t_{2k-2}) \| + \kappa_{W_{v1}} \| \bar{e}_v \| + \kappa_{W_{v2}} \| \bar{e}_v \| \Delta t_{u,k}) e^{-\lambda_r \tau_{R_{1,k}}} + \ldots \\
+ \kappa_{W_r} \left( \psi \| e_p(t_{2k-1}) \| + \frac{1}{k_{p,p} \lambda_r} \| \bar{e}_v \| \right) \]

Then, an inductive argument leads to

\[ W_r(t_{2k}) \leq s_{0,k} + s_{1,k} + s_{2,k} + s_{3,k} + s_{4,k} + s_{5,k}, \]

where \( s_{0,k} \) is defined by a single summand, and \( s_{1,k} \) through \( s_{5,k} \) are the following partial sums:

\[ s_{0,k} := W_r(t_0) \kappa_{W_r}^k e^{-\lambda_r \sum_{j=1}^k \tau_{R_{1,j}}}, \]
\[ s_{1,k} := \kappa_{W_p} \sum_{i=1}^k \| e_p(t_{2(k-i)}) \| \kappa_{W_r}^{i-1} e^{-\lambda_r \sum_{j=1}^i \tau_{R_{1,k-j+1}}}, \]
\[ s_{2,k} := \kappa_{W_{v1}} \| \bar{e}_v \| \sum_{i=1}^k \kappa_{W_r}^{i-1} e^{-\lambda_r \sum_{j=1}^i \tau_{R_{1,k-j+1}}}, \]
\[ s_{3,k} := \kappa_{W_{v2}} \| \bar{e}_v \| \sum_{i=1}^k \Delta t_{u,k-i+1} \kappa_{W_r}^{i-1} e^{-\lambda_r \sum_{j=1}^i \tau_{R_{1,k-j+1}}}, \]
\[ s_{4,k} := \kappa_{W_r} \psi \| e_p(t_{2(k-i)+1}) \| \kappa_{W_r}^{i-1} e^{-\lambda_r \sum_{j=1}^i \tau_{R_{1,k-j+1}}}, \]
\[ s_{5,k} := \frac{\kappa_{W_r}}{k_{p,p} \lambda_r} \| \bar{e}_v \| \sum_{i=1}^k \kappa_{W_r}^{i-1} e^{-\lambda_r \sum_{j=1}^i \tau_{R_{1,k-j+1}}}. \]

To ensure that \( s_{0,k} \to 0 \) as \( k \to \infty \), and \( s_{1,k} \) through \( s_{5,k} \) are convergent series, choose a dwell time

\[ \tau_{R_{1,j}} \geq \eta_{r,j} + \max \left\{ 0, \frac{1}{\lambda_r} \ln \kappa_{W_r} \right\}, \quad \text{with} \quad \eta_{r,j} = \max \left\{ \epsilon_r, \frac{1}{\lambda_r} \ln \Delta t_{u,j} \right\}, \quad \text{(C.69)} \]

and \( \epsilon_r > 0 \). This choice of a dwell time has two distinct terms with clear objectives:

i) The first term forces the system to stay in mode \( \otimes j \) enough time to compensate for the linear drift in the collective temporal error \( \zeta_t(t) \) that may have happened in mode \( \emptyset \), which

---

5To correctly interpret the expressions for \( s_{4,k} \) and \( s_{5,k} \), the operator \( \sum_{j=a}^b f(j) \) is defined as the sum of all values of \( f(j) \) such that \( a \leq j \leq b \). Hence, when \( a > b \) the set of \( j \) values that meet the aforementioned condition is empty, and the operator returns \( \sum_{j=a}^b f(j) = 0 \). Accordingly, when \( i = 1 \) then \( \sum_{j=1}^{i-1} \tau_{R_{1,k-j+1}} = 0 \).

---
is represented by $\Delta t_{u,k-i+1}$ in $s_{3,k}$.

ii) The second term aims to cancel out the geometric growth that $\kappa_{W_r}$ introduces in $s_{0,k}$ through $s_{5,k}$ due to the switching between modes $\emptyset$ and $\emptyset$.

Now, leveraging Lemma 1 noting that at $t_{2(k-i)}$ and $t_{2(k-i)+1}$ the system has fully completed $k-i$ $\emptyset$-$\emptyset$ cycles, and the duration of each $\emptyset$-$\emptyset$ cycle is greater or equal than the corresponding dwell time, yields

$$\left\| \mathbf{e}_p(t_{2(k-i)}) \right\| \leq \left\| \mathbf{e}_p(t_0) \right\| e^{-k_{PF}t_{(2(k-i)-t_0)}} \leq \left\| \mathbf{e}_p(t_0) \right\| e^{-k_{PF}\sum_{j=1}^{k-i}\tau_{R_{1,j}}} + \left\| \mathbf{e}_v \right\|_{k_{PF}},$$

$$\left\| \mathbf{e}_p(t_{2(k-i)+1}) \right\| \leq \left\| \mathbf{e}_p(t_0) \right\| e^{-k_{PF}t_{(2(k-i)+1)-t_0}}} \leq \left\| \mathbf{e}_p(t_0) \right\| e^{-k_{PF}\sum_{j=1}^{k-i}\tau_{R_{1,j}}} + \left\| \mathbf{e}_v \right\|_{k_{PF}}.$$}

The expressions for $s_{0,k}$ through $s_{5,k}$, the choice of $\tau_{R_{1,j}}$ in (C.69), and the result above imply

$$s_{0,k} \leq W_r(0)e^{-\lambda_r \sum_{j=1}^{k} \eta_{r,j}},$$

$$s_{1,k} \leq \frac{K_{W_p}}{K_{W_r}} \left\| \mathbf{e}_{p0} \right\| \sum_{i=1}^{k} e^{-k_{PF}\sum_{j=1}^{i}\tau_{R_{1,j}}-\lambda_r \sum_{j=1}^{i} \eta_{r,k-j+1}} + K_{W_p} \left\| \mathbf{e}_v \right\|_{k_{PF}} \sum_{i=1}^{k} e^{-\lambda_r \sum_{j=1}^{i} \eta_{r,k-j+1}},$$

$$s_{2,k} \leq \frac{K_{W_p}}{K_{W_r}} \left\| \mathbf{e}_v \right\| \sum_{i=1}^{k} e^{-\lambda_r \sum_{j=1}^{i} \eta_{r,k-j+1}},$$

$$s_{3,k} \leq \frac{K_{W_p}}{K_{W_r}} \left\| \mathbf{e}_v \right\| \sum_{i=1}^{k} e^{-\lambda_r \sum_{j=1}^{i} \eta_{r,k-j+1}},$$

$$s_{4,k} \leq K_{W_r} \psi_r \left\| \mathbf{e}_{p0} \right\| \sum_{i=1}^{k} e^{-k_{PF}\sum_{j=1}^{i-1}\tau_{R_{1,j}}-\lambda_r \sum_{j=1}^{i-1} \eta_{r,k-j+1}} + K_{W_r} \psi_r \left\| \mathbf{e}_v \right\| \sum_{i=1}^{k} e^{-\lambda_r \sum_{j=1}^{i-1} \eta_{r,k-j+1}},$$

$$s_{5,k} \leq \frac{K_{W_p}}{k_{PF}} \left\| \mathbf{e}_v \right\| \sum_{i=1}^{k} e^{-\lambda_r \sum_{j=1}^{i} \eta_{r,k-j+1}}.$$}

To ease the interpretation of $s_{1,k}$ and $s_{4,k}$, the summands in the first partial sum of $s_{1,k}$ and $s_{4,k}$ can be bounded as follows:

$$e^{-k_{PF}\sum_{j=1}^{i-1}\tau_{R_{1,j}}-\lambda_r \sum_{j=1}^{i-1} \eta_{r,k-j+1}} \leq e^{-\min\{k_{PF},\lambda_r\} \left( \sum_{j=1}^{i-1} \eta_{r,j} + \sum_{j=1}^{i} \eta_{r,k-j+1} \right)},$$

$$e^{-k_{PF}\sum_{j=1}^{i-1}\tau_{R_{1,j}}-\lambda_r \sum_{j=1}^{i-1} \eta_{r,k-j+1}} \leq e^{-\min\{k_{PF},\lambda_r\} \left( \sum_{j=1}^{i-1} \eta_{r,j} + \sum_{j=1}^{i-1} \eta_{r,k-j+1} \right)}.$$
Note also that \( \eta_{r,j} \geq \varepsilon_r \), and thus

\[
\sum_{j=1}^{k-i} \eta_{r,j} + \sum_{j=1}^{i} \eta_{r,k-j+1} = \eta_{r,1} + \ldots + \eta_{r,k-i} + \eta_{r,k-i+1} + \ldots + \eta_{r,k} \leq k \varepsilon_r,
\]

\[
\sum_{j=1}^{k-i} \eta_{r,j} + \sum_{j=1}^{i} \eta_{r,k-j+1} = \eta_{r,1} + \ldots + \eta_{r,k-i} + 2\eta_{r,k-i} + \eta_{r,k-i+1} + \ldots + \eta_{r,k} \leq (k+1) \varepsilon_r,
\]

and use these results to further simplify the bounds for \( s_{0,k} \) through \( s_{5,k} \), which yields

\[
s_{0,k} \leq W_r(0)e^{-k \lambda_r \varepsilon_r},
\]

\[
s_{1,k} \leq \frac{\kappa_{Wp}}{\kappa_{Wr}}\|e_{po}\| \sum_{i=1}^{k} e^{-k \min\{k_P P, \lambda_r\} \varepsilon_r} + \frac{\kappa_{WP}}{\kappa_{Wr}} \|\vec{e}_v\| \sum_{i=1}^{k} e^{-i \lambda_r \varepsilon_r},
\]

\[
s_{2,k} \leq \frac{\kappa_{Wv_1}}{\kappa_{Wr}} \|\vec{e}_v\| \sum_{i=1}^{k} e^{-i \lambda_r \varepsilon_r},
\]

\[
s_{3,k} \leq \frac{\kappa_{Wv_2}}{\kappa_{Wr}} \|\vec{e}_v\| \sum_{i=1}^{k} e^{-(i-1) \lambda_r \varepsilon_r},
\]

\[
s_{4,k} \leq \kappa_{Wr} \psi_r \|e_{po}\| \sum_{i=1}^{k} e^{-(k+1) \min\{k_P P, \lambda_r\} \varepsilon_r} + \kappa_{Wr} \psi_r \|\vec{e}_v\| \sum_{i=1}^{k} e^{-(i-1) \lambda_r \varepsilon_r},
\]

\[
s_{5,k} \leq \frac{\kappa_{Wr}}{k P F \lambda_r} \|\vec{e}_v\| \sum_{i=1}^{k} e^{-(i-1) \lambda_r \varepsilon_r}.
\]

The following conclusions follow:

i) The sequence \( s_{0,1}, s_{0,2}, \ldots, s_{0,k} \) is positive, decreasing, and converges to the origin as \( k \to \infty \).

ii) D'Alembert's criterion, also known as the ratio test, can be used to prove that the series \( s_{1,k} \) through \( s_{5,k} \) are convergent, see Theorem 24.2.4 in [114], and the corresponding infinite sums are bounded by:

\[
\lim_{k \to \infty} s_{1,k} \leq \frac{\kappa_{Wp}}{\kappa_{Wr} k P F} e^{\lambda_r \varepsilon_r} - 1 \|\vec{e}_v\|,
\]

\[
\lim_{k \to \infty} s_{2,k} \leq \frac{\kappa_{Wv_1}}{\kappa_{Wr}} e^{\lambda_r \varepsilon_r} - 1 \|\vec{e}_v\|,
\]

\[
\lim_{k \to \infty} s_{3,k} \leq \frac{\kappa_{Wv_2}}{\kappa_{Wr}} e^{\lambda_r \varepsilon_r} - 1 \|\vec{e}_v\|,
\]

\[
\lim_{k \to \infty} s_{4,k} \leq \kappa_{Wr} \psi_r e^{\lambda_r \varepsilon_r} - 1 \|\vec{e}_v\|,
\]

\[
\lim_{k \to \infty} s_{5,k} \leq \frac{\kappa_{Wr}}{k P F \lambda_r} e^{\lambda_r \varepsilon_r} - 1 \|\vec{e}_v\|.
\]
\[
\lim_{k \to \infty} s_{5,k} \leq \frac{\kappa_{W_r}}{\bar{e}_{P F}} \frac{e^{\lambda_r \epsilon_r}}{\bar{e}_{P F} \lambda_r} - 1 \|\bar{e}_v\|.
\]

The results above imply that the switching system in Equation (C.62) is able to cancel out the effects of the initial position error \(\|e_{p_0}\|\) as the number of Ø-cycles increases. However, there is an error induced by the inability to exactly track the desired speed command that is propagated through the system dynamics and yields

\[
\lim_{k \to \infty} W_r(t_{2k}) \leq \kappa_{\infty} \|\bar{e}_v\|,
\]

with

\[
\kappa_{\infty} := \left( \frac{\kappa_{W_p}}{\kappa_{W_r}} + \frac{\kappa_{W_{v_1}}}{\kappa_{W_r}} \right) \frac{1}{e^{\lambda_r \epsilon_r} - 1} + \left( \frac{\kappa_{W_{v_2}}}{\kappa_{W_r}} + \kappa_{W_r} \psi_r + \frac{\kappa_{W_r}}{\bar{e}_{P F}} \frac{e^{\lambda_r \epsilon_r}}{\bar{e}_{P F} \lambda_r} \right) \frac{e^{\lambda_r \epsilon_r}}{e^{\lambda_r \epsilon_r} - 1}.
\]

As expected, increasing the value of \(\epsilon_r\), and hence the dwell time, cannot completely eliminate the error induced by \(\|\bar{e}_v\|\), but can reduce it to some extent since \(\frac{1}{e^{\epsilon_r \tau} - 1}\) and \(\frac{e^{\lambda_r \epsilon_r}}{e^{\lambda_r \epsilon_r} - 1}\) are monotonically decreasing, and

\[
\lim_{\epsilon_r \to \infty} \frac{1}{e^{\epsilon_r \tau} - 1} = 0, \quad \text{and} \quad \lim_{\epsilon_r \to \infty} \frac{e^{\lambda_r \epsilon_r}}{e^{\lambda_r \epsilon_r} - 1} = 1.
\]

At this point, it is important to recall the definition \(\tau_{R_1,k} := \max_{i \in I_{\ell}} \tau_{R_1}^i(t_{2k-1})\), and the fact that link peers have no knowledge of \(\Delta t_{u,k}\). As a result, the right hand side of Equation (C.69) is not implementable. However, one can leverage the following fact:

\[
\Delta t_{u,k} \leq \max_{i \in I_{\ell}} \Delta t_{0}^i(t_{2k-1}),
\]

and assign individual dwell times

\[
\tau_{R_1}^i(t) = \max \left\{ \epsilon_r, \frac{1}{\lambda_r} \ln \Delta t_0^i(t) \right\} + \max \left\{ 0, \frac{1}{\lambda_r} \ln \kappa_{W_r} \right\}, \quad \forall i \in I_{\ell},
\]

which guarantee that the inequality in (C.69) is met. Then, gathering the bounds for \(s_{0,k}\) through \(s_{5,k}\), the evolution of \(W_r\) with the number of Ø-cycles can be expressed as

\[
W_r(t_{2k}) \leq W_r(t_0)e^{-k\lambda_r \epsilon_r} + \bar{\kappa}_{W_p}\|e_{p_0}\|ke^{-k\lambda_r \epsilon_r} + \left( \bar{\kappa}_{W_{v_1}} + \bar{\kappa}_{W_{v_2}} e^{\lambda_r \epsilon_r} \right) \|\bar{e}_v\| \sum_{i=1}^{k} e^{-i\lambda_r \epsilon_r}, \quad (C.70)
\]
where \( \tilde\lambda := \min \{k_{pF}, \lambda_r \} \), and constants \( \tilde{k}_{wp}, \tilde{k}_{w_1}, \) and \( \tilde{k}_{w_2} \) are defined as follows:

\[
\tilde{k}_{wp} := \frac{k_{wp}}{k_{wr}} + \kappa_{wp} \psi_r e^{-\tilde{\lambda} \epsilon_r}, \quad \tilde{k}_{w_1} := \frac{k_{wp}}{k_{wr} k_{pF}}, \quad \tilde{k}_{w_2} := \frac{k_{wp}}{k_{wr}} + \kappa_{wr} \psi_r + \frac{k_{wr}}{k_{pF} \lambda_r}.
\]

Then, a similar procedure as in the proof of Lemmas 10 and 19 leads to the bounds in Equations (C.63), (C.64), and (C.65).

### C.6.3 Conditions on the Speed-Tracking Precision and Initial States

To ensure that \( |\xi_i(t_{2k}) - \xi_R(t_{2k})| \) eventually converges to the desired temporal window for all \( i \in I \), Equation (C.65) yields

\[
\lim_{k \to \infty} |\xi_i(t_{2k}) - \xi_R(t_{2k})| \leq \frac{\tilde{k}_{t,v_1} + \tilde{k}_{t,v_2} e^{\lambda_r \epsilon_r}}{e^{\lambda_r \epsilon_r} - 1} \| \bar{e}_v \|,
\]

which imposes the following condition on the collective speed-tracking precision:

\[
\| \bar{e}_v \| < \frac{e^{\lambda_r \epsilon_r} - 1}{\tilde{k}_{t,v_1} + \tilde{k}_{t,v_2} e^{\lambda_r \epsilon_r} \Delta t}.
\]

Now, to guarantee that the maximum speed constraints are not violated for all \( t \geq 0 \), mode \( \emptyset \) with \( t_{2k} \leq t \leq t_{2k+1} \), and mode \( \circ \) with \( t_{2k+1} \leq t \leq t_{2k+2} \) are studied in the following subsections. To visualize the times that correspond to each mode, see Figures C.7 and C.8. In both modes \( \emptyset \) and \( \circ \), the analysis leverages the following expression:

\[
\| v_{cmd,i}(t) \| \leq |\dot{\xi}_i(t)| \| v_{d,i}(\xi_i(t)) \| + k_{pF,i} \| e_{p,i}(t) \|, \tag{C.71}
\]

and focuses on finding an upper bound for \( |\dot{\xi}_i(t)| \) that holds for all \( t \geq 0 \).

### Conditions on the Speed-Tracking Precision and Initial States, \( \dot{\omega} = 0 \)

The analysis of the system in mode \( \emptyset \), and a similar argument as in the proof of Equation (C.45) imply
\[
|\dot{\xi}_i(t)| \leq \rho + \kappa_{r,u} \|\xi_u(t_{2k})\| e^{-\lambda_u(t-t_{2k})} + \frac{\kappa_{r,u}}{k_{PF}} \|e_p(t_{2k})\| \left( e^{-\lambda_u(t-t_{2k})} - e^{-k_{PF}(t-t_{2k})} \right) + \ldots \\
+ \kappa_{r,u} \|\bar{e}_v\| + k_{e_p} \|e_p(t_{2k})\| + \frac{k_{e_p}}{k_{PF}} \|\bar{e}_v\| \\
\leq \rho + \kappa_{r,u} \|\xi_u(t_{2k})\| + \left( \kappa_{r,u} \psi_u + k_{e_p} \right) \|e_p(t_{2k})\| + \left( \kappa_{r,u} + \frac{k_{e_p}}{k_{PF}} \right) \|\bar{e}_v\|,
\]

for all \( t_{2k} \leq t \leq t_{2k+1} \). Figure C.7 illustrates how \( |\dot{\xi}_i| \) may evolve between times \( t_{2k} \) and \( t_{2k+1} \).

Now, leveraging the analysis of the switched system in Section C.6.2, Equation (C.70), the bounds in (C.52), the change of variables in (C.19), and \( \|\xi_u(t_{2k})\| \leq \|\xi(t_{2k})\| \) yield

\[
\|\xi_u(t_{2k})\| \leq \kappa_{r} \|\xi_0\| e^{-k_{\epsilon}} + \kappa_{W_p} \frac{1}{\sqrt{a_r}} \|e_0\| k e^{-k_{\tilde{\lambda}} \epsilon} + \frac{\kappa_{W_0} + \kappa_{W_1} e^{\lambda_{\epsilon}}}{e^{\lambda_{\epsilon}} - 1} \frac{1}{\sqrt{a_r}} \|\bar{e}_v\|. \quad (C.72)
\]

To derive a bound that holds for all \( k \), note that the term \( k e^{-k_{\tilde{\lambda}} \epsilon} \) above reaches its maximum value \( \tilde{\psi} \) when \( k = \frac{1}{\lambda_{\epsilon}} \) with

\[
\tilde{\psi} := \frac{e^{-1}}{\lambda_{\epsilon}}.
\]
The next inequality follows:

\[
\|\zeta_u(t_{2k})\| \leq \kappa_r \|\zeta_0\| + \kappa_{W_p} \psi \frac{\|S^{-1}\|}{\sqrt{a_r}} \|e_{p_0}\| + \frac{\kappa_{W_{e_1}}}{e^{\lambda_r \epsilon_r} - 1} \frac{\|S^{-1}\|}{\sqrt{a_r}} \|\bar{e}_v\|.
\]  

(C.73)

Then, noting that

\[
\|e_p(t_{2k})\| \leq \|e_{p_0}\| e^{-k_P P \epsilon_r} + \frac{1}{k_{P_F}} \|\bar{e}_v\| \leq \|e_{p_0}\| + \frac{1}{k_{P_F}} \|\bar{e}_v\|
\]

and plugging the bounds above into the expression for \(\dot{\xi}_i(t)\) yields

\[
|\dot{\xi}_i(t)| \leq \rho + \tilde{\kappa}_{r,u} \|\zeta_0\| + \tilde{\kappa}_{r,u} \|e_{p_0}\| + \tilde{\kappa}_{r,u} \|\bar{e}_v\|,
\]

for all \(t_{2k} \leq t \leq t_{2k+1}\), with constants

\[
\tilde{\kappa}_{r,u} := \kappa_{r,u} \kappa_r, \quad \tilde{\kappa}_{r,u} := \kappa_{r,u} \kappa_{W_p} \psi \frac{\|S^{-1}\|}{\sqrt{a_r}}, \quad \tilde{\kappa}_{r,u} \psi = \kappa_{r,u} \psi_u + \kappa_{e_p},
\]

\[
\tilde{\kappa}_{r,u} := \kappa_{r,u} \frac{\kappa_{W_{e_1}}}{e^{\lambda_r \epsilon_r} - 1} \frac{\|S^{-1}\|}{\sqrt{a_r}} + \frac{1}{k_{P_F}} \left(\kappa_{r,u} \psi_u + \kappa_{e_p}\right) + \kappa_{r,u} + \frac{k_{e_p}}{k_{P_F}}
\]

The result above and Equation (C.71) imply

\[
\|v_{cmd,i}(t)\| \leq \rho v_{d_{\text{max},i}} + \tilde{\kappa}_{\Omega_{u,i}} \|\zeta_0\| + \tilde{\kappa}_{\Omega_{u,i}} \|e_{p_0}\| + \tilde{\kappa}_{\Omega_{u,v,i}} \|\bar{e}_v\|
\]

for all \(t_{2k} \leq t \leq t_{2k+1}\), all \(k \in \mathbb{N}\), and all \(i \in \mathcal{I}\), with constants

\[
\tilde{\kappa}_{\Omega_{u,i}} := \tilde{\kappa}_{r,u} v_{d_{\text{max},i}}, \quad \tilde{\kappa}_{\Omega_{u,i}} := k_{P_F,i} + \tilde{\kappa}_{r,u} v_{d_{\text{max},i}}, \quad \tilde{\kappa}_{\Omega_{u,v,i}} := 1 + \tilde{\kappa}_{r,u} v_{d_{\text{max},i}}.
\]

As a result, if

\[
\|\bar{e}_v\| < \min_{i \in \mathcal{I}} \frac{v_{\text{max},i} - \rho v_{d_{\text{max},i}}}{\tilde{\kappa}_{\Omega_{u,v,i}}},
\]

then there exists a set \(\hat{\Omega}_{u_0}\) such that all \((\zeta_0, e_{p_0}) \in \hat{\Omega}_{u_0}\) guarantee that \(\|v_{cmd,i}(t)\| \leq v_{\text{max},i}\) is met for all \(t_{2k} \leq t \leq t_{2k+1}\), all \(k \in \mathbb{N}\), and all \(i \in \mathcal{I}\) with

\[
\hat{\Omega}_{u_0} := \left\{(\zeta_0, e_{p_0}) \in \mathbb{R}^{2n-n_t} \times \mathbb{R}^{3n} | \tilde{\kappa}_{\Omega_{u,i}} \|\zeta_0\| + \tilde{\kappa}_{\Omega_{u,v,i}} \|e_{p_0}\| \leq v_{\text{max},i} - \rho v_{d_{\text{max},i}} - \tilde{\kappa}_{\Omega_{u,v,i}} \|\bar{e}_v\|, \forall i \in \mathcal{I}\right\}.
\]
Conditions on the Speed-Tracking Precision and Initial States, \( \tilde{\omega} \geq 1 \)

The analysis of the system in mode \( \bigcirc \), and a similar argument as in the proof of Equation (C.58) imply

\[
|\dot{\xi}_i(t)| \leq \rho + \kappa_{r,r} \|\zeta(t_{2k+1})\| e^{-\lambda_r(t-t_{2k+1})} + \frac{\kappa_{r,p}}{\bar{b}_{pp}} \|e_p(t_{2k+1})\| \left( e^{-\lambda_r(t-t_{2k+1})} - e^{-\kappa_{p} p(t-t_{2k+1})} \right) + \ldots \\
+ \kappa_{r,r_e} \|\bar{e}_v\| + k_{c_p} \|e_p(t_{2k+1})\| + \frac{k_{c_p}}{\bar{b}_{pp}} \|\bar{e}_v\| \\
\leq \rho + \kappa_{r,r} \|\zeta(t_{2k+1})\| + (\kappa_{r,r_e} \psi_r + k_{c_p}) \|e_p(t_{2k+1})\| + \left( \kappa_{r,r_v} + \frac{k_{c_p}}{\bar{b}_{pp}} \right) \|\bar{e}_v\|,
\]

for all \( t_{2k+1} \leq t \leq t_{2k+2} \). Figure C.8 illustrates how \( |\dot{\xi}_i| \) may evolve between times \( t_{2k}, t_{2k+1}, \) and \( t_{2k+2} \) in the worst-case scenario. Now, to analyze the temporal evolution of \( \|\zeta(t)\| \) in mode \( \bigcirc \) from \( t_{2k} \) to \( t_{2k+1} \), recall that \( \zeta(t) := [\zeta_t(t), \zeta_u(t)]^\top \). Equation (C.46) can be easily extended to find the following bound:

\[
\|\zeta_u(t_{2k+1})\| \leq \kappa_u \|\zeta_u(t_{2k})\| + k_{u,p} \|e_p(t_{2k})\| + \kappa_{u,v} \|\bar{e}_v\|,
\]

whereas for \( |\zeta_t(t)| \) Equation (C.38) indicates that in mode \( \bigcirc \) the temporal error can drift with time. While an upper bound for the time spent in mode \( \bigcirc \) cannot be derived with the existing
assumptions, one can leverage the fact that the system switches from mode $\mathcal{O}$ to mode $\bigcirc$ if at least one link peer escapes the temporal window. Hence, at $t_{2k+1}$ there is at least one link peer that satisfies either

$$\xi_i(t_{2k+1}) - \xi_R(t_{2k+1}) = -\Delta t(t_{2k+1}),$$

or

$$\xi_i(t_{2k+1}) - \xi_R(t_{2k+1}) = \Delta t(t_{2k+1}).$$

Then, $\xi_i(t) - \xi_R(t) = \xi_i(t) - q_i^T \zeta(t), \|q_i^T \zeta(t)\| = \sqrt{\frac{n-1}{n}}, \|\zeta(t)\| \leq \|\zeta_u(t)\|$, and $\Delta t \leq \overline{\Delta}_t < \infty$ can be utilized to consolidate the two equations above into a single expression

$$|\xi_i(t_{2k+1})| \leq |\Delta t(t_{2k+1})| + \sqrt{\frac{n-1}{n}} \|\zeta_u(t_{2k+1})\|$$

$$\leq \overline{\Delta}_t + \sqrt{\frac{n-1}{n}} \left( \kappa_u \|\zeta_u(t_{2k})\| + \kappa_u \psi_u \|e_p(t_{2k})\| + \kappa_u \|\bar{v}\| \right).$$

The next bound follows from the inequalities for $|\xi_i(t_{2k+1})|$ and $\|\zeta_u(t_{2k+1})\|$, and the definition of $\zeta(t)$:

$$\|\zeta_u(t_{2k+1})\| \leq |\xi_i(t_{2k+1})| + \|\zeta_u(t_{2k+1})\|$$

$$\leq \overline{\Delta}_t + \left(1 + \sqrt{\frac{n-1}{n}}\right) \left( \kappa_u \|\zeta_u(t_{2k})\| + \kappa_u \psi_u \|e_p(t_{2k})\| + \kappa_u \|\bar{v}\| \right).$$

Now, noting that

$$\|e_p(t_{2k})\| \leq \|e_{p_{\psi}}\| + \frac{1}{b_{p}} \|\bar{v}\| \leq \|e_{p_{\psi}}\| + \frac{1}{b_{p}} \|\bar{v}\|,$$

$$\|e_p(t_{2k+1})\| \leq \|e_{p_{\psi}}\| + \frac{1}{b_{p}} \|\bar{v}\| \leq \|e_{p_{\psi}}\| + \frac{1}{b_{p}} \|\bar{v}\|,$$

plugging the bound for $\|\zeta(t_{2k+1})\|$ into the expression for $|\dot{\zeta}_i(t)|$, and using Equation \((C.73)\) yields

$$|\dot{\zeta}_i(t)| \leq \rho + \kappa_{r,r} \overline{\Delta}_t + \tilde{\kappa}_{r,r} \|\zeta_0\| + \tilde{\kappa}_{r,r} \|e_{p_{\psi}}\| + \tilde{\kappa}_{r,r} \|\bar{v}\|,$$

for all $t_{2k+1} \leq t \leq t_{2k+2}$, with constants

$$\tilde{\kappa}_{r,r} := \kappa_{r,r} \left(1 + \sqrt{\frac{n-1}{n}}\right),$$

$$\tilde{\kappa}_{r,r} := \kappa_{r,r} \left(1 + \sqrt{\frac{n-1}{n}}\right) \left( \kappa_u \|S^{-1}\sqrt{\bar{a}} + \kappa_u \psi_u\| + \kappa_{r,r} \psi_r + \kappa_{r,r} \|\bar{v}\| \right).$$
\[ \tilde{k}_{r,v} := \kappa_{r,\bar{r}} \left( 1 + \frac{n-1}{n} \right) \left( \kappa_u \kappa_{W_1} + \kappa_{W_2} e^{\lambda_r \epsilon_t} + \kappa_u \psi_u \sqrt{\alpha_r} \right) + \frac{1}{k_{PP}} \left( \kappa_{r,v} \psi_r + k_{ep} \right) + \kappa_{r,\bar{r}} + \frac{k_{sp}}{k_{PP}}. \]

The result above and Equation (C.71) imply

\[ \| v_{cmd,i}(t) \| \leq (\rho + \kappa_{r,\bar{r}} \tilde{\Delta}_t) v_{d_{\text{max}},i} + \tilde{k}_{\Omega,r,i} \| \zeta \| + \tilde{k}_{\Omega_{p,i}} \| e_{p,0} \| + \tilde{k}_{\Omega_{v,i}} \| e_v \|, \]

for all \( t_{2k+1} \leq t \leq t_{2k+2} \), all \( k \in \mathbb{N} \), and all \( i \in \mathcal{I} \), with constants

\[ \tilde{k}_{\Omega_{r,i}} := \tilde{k}_{r,\bar{r}} v_{d_{\text{max}},i}, \quad \tilde{k}_{\Omega_{p,i}} := k_{PP,i} + \kappa_{r,\bar{r}} v_{d_{\text{max}},i}, \quad \tilde{k}_{\Omega_{v,i}} := 1 + \kappa_{r,\bar{r}} v_{d_{\text{max}},i}. \]

As a result, if

\[ \tilde{\Delta}_t < \min_{i \in \mathcal{I}} \frac{1}{\kappa_{r,\bar{r}}} \left( \frac{v_{\text{max},i}}{v_{d_{\text{max}},i}} - \rho \right), \quad \text{and} \quad \| e_v \| < \min_{i \in \mathcal{I}} \frac{v_{\text{max},i} - (\rho + \kappa_{r,\bar{r}} \tilde{\Delta}_t) v_{d_{\text{max}},i}}{\tilde{k}_{\Omega_{v,i}}}, \]

then there exists a set \( \tilde{\Omega}_{\tau_0} \) such that all \( (\zeta_0, e_{p,0}) \in \tilde{\Omega}_{\tau_0} \) guarantee that \( \| v_{cmd,i}(t) \| \leq v_{\text{max},i} \) is met for all \( t_{2k+1} \leq t \leq t_{2k+2} \), all \( k \in \mathbb{N} \), and all \( i \in \mathcal{I} \) with

\[ \tilde{\Omega}_{\tau_0} := \left\{ (\zeta_0, e_{p,0}) \in \mathbb{R}^{2n-n_{\ell}} \times \mathbb{R}^{3n} \mid \tilde{k}_{\Omega_{r,i}} \| \zeta \| + \tilde{k}_{\Omega_{p,i}} \| e_{p,0} \| \leq v_{\text{max},i} - (\rho + \kappa_{r,\bar{r}} \tilde{\Delta}_t) v_{d_{\text{max}},i} - \tilde{k}_{\Omega_{v,i}} \| e_v \|, \forall i \in \mathcal{I} \right\}. \]

Finally, gathering the results from modes \( \mathcal{O} \) and \( \mathcal{V} \), one can conclude that if

\[ \| e_v \| < \frac{e^{\lambda_r \epsilon_t} - 1}{\tilde{k}_{t,v_1} + \tilde{k}_{t,v_2} e^{\lambda_r \epsilon_t}} \tilde{\Delta}_t, \]

then there exists a \( k_\Delta \in \mathbb{N} \) such that

\[ |\xi_i(t_{2k}) - \xi_i(t_{2k})| \leq \tilde{\Delta}_t(t_{2k}), \quad \forall k \geq k_\Delta, \forall i \in \mathcal{I}. \]

Moreover, if

\[ \tilde{\Delta}_t < \min_{i \in \mathcal{I}} \frac{1}{\kappa_{r,\bar{r}}} \left( \frac{v_{\text{max},i}}{v_{d_{\text{max}},i}} - \rho \right), \quad \text{and} \quad \| e_v \| < \min_{i \in \mathcal{I}} \left\{ \frac{v_{\text{max},i} - \rho v_{d_{\text{max}},i}}{\tilde{k}_{\Omega_{v,i}}}, \frac{v_{\text{max},i} - (\rho + \kappa_{r,\bar{r}} \tilde{\Delta}_t) v_{d_{\text{max}},i}}{\tilde{k}_{\Omega_{v,i}}} \right\}, \]
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then there is a set \( \tilde{\Omega}_0 := \tilde{\Omega}_{u0} \cap \tilde{\Omega}_{r0} \) where all \( (\zeta_0, e_{p0}) \in \tilde{\Omega}_0 \) guarantee that

\[
\| v_{cmd,i}(t) \| \leq v_{max,i}, \quad \forall t \geq 0, \forall i \in \mathcal{I}.
\]

This concludes the proof of Theorem 5. \( \square \)

C.6.4 Switching Logic, Proof of Corollary 2

Similar to the proof of Lemma 13, system \((C.62)\) with the switching logic in \((6.4)\) is represented as a state machine, shown in Figure C.9. As a result, the proof is divided into two cases:

1) If \((C.62)\) is in mode \( \bigcirc \) and

\[
\| \bar{e}_v \| < \frac{\Delta_t}{\kappa_{t,v}},
\]

then Lemma 19 ensures that \( |\xi_i(t) - \xi_R(t)| \) converges to the desired temporal window \( \Delta_t(t) \) for all \( i \in \mathcal{I} \). However, only the link peers implement the switching logic, and thus there exists a time \( t \geq 0 \) such that

\[
|\xi_i(t) - \xi_R(t)| < \Delta_t(t), \quad \forall i \in \mathcal{I}_\ell.
\]

Since only the link peers may satisfy the condition above, some end peers could be outside of the temporal window, and could pull a link peer outside as well. This gives rise to two cases:

a) If after the individual dwell times of each link peer Equation \((C.75)\) is still met, then the logic in \((6.4)\) switches \((C.62)\) to mode \( \emptyset \).

b) Otherwise, the system remains in mode \( \bigcirc \). However, Lemma 19 and \((C.74)\) imply that \((C.62)\) cannot remain in this mode indefinitely, and eventually switches to mode \( \emptyset \).

Figure C.9: Finite state machine.
2) If (C.62) is in mode $\emptyset$, then Lemma 17 indicates that $|\xi_i(t) - \xi_R(t)|$ can drift away from the origin for all $i \in \mathcal{I}$. Notice, however, that Lemma 17 provides an upper bound for the evolution of $|\xi_i(t) - \xi_R(t)|$, and therefore does not guarantee that the temporal errors will indeed drift. This gives rise to two options:

a) The temporal error for all the link peers stabilizes within the desired temporal window at time $t_{\Delta_t}$, and the system remains in mode $\emptyset$

$$|\xi_i(t) - \xi_R(t)| < \Delta_t(t), \quad \forall i \in \mathcal{I}, \quad \forall t \geq t_{\Delta_t}.$$  

Lemma 16 can be leveraged to prove that, in the worst-case scenario, the temporal error of the end peers may stabilize outside of the temporal window

$$|\xi_i(t) - \xi_R(t)| < \Delta_t(t) + \kappa_{c,u}\|e_u(t_{\Delta_t})\|e^{-\lambda_u(t-t_{\Delta_t})} + \ldots + \frac{\kappa_{c,up}}{k_{PF} - \lambda_u}\|e_p(t_{\Delta_t})\|e^{-\lambda_u(t-t_{\Delta_t})} + \ldots$$

$$+ \kappa_{c,u}\|e_v\|, \quad \forall i \in \mathcal{I}_e, \quad \forall t \geq t_{\Delta_t}.$$  

b) If $|\xi_i(t) - \xi_R(t)|$ moves sufficiently away from $\Delta_t(t)$ for one or more agents, then Lemma 16 shows that these peers will drag the other cooperating agents outside the temporal window. Hence, some link peers will depart $\Delta_t(t)$, and (C.62) will switch to mode $\emptyset$. This $\emptyset$-$\emptyset$ cycle can repeat finitely many times on every bounded time interval. In addition, if

$$\|e_v\| < \frac{e^{\lambda_{r,e}} - 1}{\kappa_{t_1,v_1} + \kappa_{t_2,v_2}e^{\lambda_{r,e}}} \Delta_t,$$

then the results in Section C.6.3 imply that there exists a $k_{\Delta_t} \in \mathbb{N}^+$ such that

$$|\xi_i(t_{2k}) - \xi_R(t_{2k})| \leq \Delta_t(t_{2k}), \quad \forall k \geq k_{\Delta_t}, \quad \forall i \in \mathcal{I}.$$  

Hence, there may not be a stable state in the finite state machine depicted in Figure C.9 and the system dynamics in (C.62) could either

---

6Note that the term drift is not used since a bounded increase in the temporal error can have the same effect.
i) remain in mode \( O \); or 

ii) persistently switch between modes \( O \) and \( \bigcirc \).

If the system permanently switches between modes \( O \) and \( \bigcirc \), one can leverage the switching logic in (6.31) and Lemma 16 to conclude that the temporal error in mode \( O \) can bounded by

\[
|\xi_i(t) - \xi_a(t)| < \Delta_i(t), \quad \forall i \in I_e,
\]

\[
|\xi_i(t) - \xi_a(t)| < \Delta_i(t) + \kappa_{c,u} \| \zeta_u(t_{2k}) \| + \kappa_{c,u,p} \| \bar{e}_v \|, \quad \forall i \in I_e,
\]

for all \( t_{2k} \leq t < t_{2k+1} \). Whereas in mode \( \bigcirc \), similar to the analysis in Section C.6.3, the temporal error can be bounded by

\[
|\xi_i(t) - \xi_a(t)| \leq \kappa_{t,r} \| \zeta(t_{2k+1}) \| + \kappa_{t,r,p} \| \bar{e}_v \|, \quad \forall i \in I,
\]

for all \( t_{2k+1} \leq t \leq t_{2k+2} \), where

\[
\| \zeta(t_{2k+1}) \| \leq \Xi + \left(1 + \sqrt{\frac{n-1}{n}}\right) \left(\kappa_u \| \zeta_u(t_{2k}) \| + \kappa_{u,p} \| \bar{e}_v \|\right).
\]

Combining the expressions above with Equation (C.72) and noting that

\[
\| e_p(t_{2k}) \| \leq \| e_{p0} \| e^{-kk_{PF} t} + \frac{1}{k_{PF}} \| \bar{e}_v \|;
\]

\[
\| e_p(t_{2k+1}) \| \leq \| e_{p0} \| e^{-kk_{PF} t} + \frac{1}{k_{PF}} \| \bar{e}_v \|,
\]

proves that the temporal error is bounded between \( t_{2k} \) and \( t_{2k+2} \) for all \( k \in \mathbb{N} \). \( \square \)

C.7 Proof of Theorem 6

This proof is a particular case of Lemmas 8, 18, and 19 when \( \tilde{\omega}(t) \equiv n_\ell \) and \( \omega(t) \equiv v \), as well as the analysis on the speed-tracking precision and initial states in Section C.6.1 which leads to the
same $\kappa_{t,s}$, $\kappa_{c,s}$, and $\kappa_{r,s}$ as in Section C.4

\[
\kappa_{t,sp} := 1 + \sqrt{\frac{n-1}{n}} \kappa_{sp}, \quad \kappa_{c,sp} := \sqrt{2} \kappa_{sp}, \quad \kappa_{r,sp} := \left( k_p n + \max \left\{ 1, k_R \left( 1 + \sqrt{\frac{n-1}{n}} \right) \right\} \right) \kappa_{sp},
\]

\[
\kappa_{t,su} := 1 + \sqrt{\frac{n-1}{n}} \kappa_{su}, \quad \kappa_{c,su} := \sqrt{2} \kappa_{ru}, \quad \kappa_{r,su} := \left( k_p n + \max \left\{ 1, k_R \left( 1 + \sqrt{\frac{n-1}{n}} \right) \right\} \right) \kappa_{su},
\]

where constants $\kappa_{sp}$ and $\kappa_{su}$ are defined as

\[
\kappa_{sp} := \frac{k_e}{b_s} \left\| S^{-1} \right\| \left\| B_z \right\|, \quad \kappa_{su} := \frac{1}{\lambda_s} \frac{k_e}{b_s} \left\| S^{-1} \right\| \left\| B_z \right\|.
\]

The ratio $\frac{b_s}{a_s}$, guaranteed rate of convergence $\lambda_s$, and the choice of control gains are the same as in Section C.4. Finally, the set $\Omega_{s0}$ that ensures that $\| v_{cmd,i}(t) \| \leq v_{max,i}$ for all $t \geq 0$, and all $i \in I$ results

\[
\Omega_{s0} := \left\{ (\zeta_0, e_{p0}) \in \mathbb{R}^{2n-n_z-1} \times \mathbb{R}^{3n} \mid \kappa_{\Omega_s,i} \| \zeta_0 \| + \kappa_{\Omega_{sp},i} \| e_{p0} \| \leq v_{max,i} - \rho v_{d_{max,i}} - \kappa_{\Omega_{su},i} \| \bar{e}_v \|, \forall i \in I \right\},
\]

with constants

\[
\kappa_{\Omega_s,i} := \kappa_{r,s} v_{d_{max,i}}, \quad \kappa_{\Omega_{sp},i} := k_p v_{d_{max,i}} + \psi_s \kappa_{sp} + \frac{k_e}{b_s} v_{d_{max,i}}, \quad \kappa_{\Omega_{su},i} := 1 + \left( \kappa_{r,su} + \frac{k_e}{b_s} \right) v_{d_{max,i}},
\]

\[
\psi_s := \frac{1}{k_p - \lambda_s} \left( \frac{k_p}{\lambda_s} - \frac{1}{\psi_p - \lambda_s} \right),
\]

\[
\Theta_{s0} := \left\{ (\zeta_0, e_{p0}) \in \mathbb{R}^{2n-n_z-1} \times \mathbb{R}^{3n} \mid \kappa_{\Theta_s,i} \| \zeta_0 \| + \kappa_{\Theta_{sp},i} \| e_{p0} \| \leq v_{max,i} - \rho v_{d_{max,i}} - \kappa_{\Theta_{su},i} \| \bar{e}_v \|, \forall i \in I \right\},
\]

with constants

\[
\kappa_{\Theta_s,i} := \kappa_{r,s} v_{d_{max,i}}, \quad \kappa_{\Theta_{sp},i} := k_p v_{d_{max,i}} + \psi_s \kappa_{sp} + \frac{k_e}{b_s} v_{d_{max,i}}, \quad \kappa_{\Theta_{su},i} := 1 + \left( \kappa_{r,su} + \frac{k_e}{b_s} \right) v_{d_{max,i}},
\]

\[
\psi_s := \frac{1}{k_p - \lambda_s} \left( \frac{k_p}{\lambda_s} - \frac{1}{\psi_p - \lambda_s} \right).
\]
Appendix D

Properties of Relevant Matrices

D.1 Positive Semidefiniteness of $M_u$

Define $Y_u := 2k_P k_I \beta_u \left(1 - \lambda_u \frac{k_P}{k_I} \frac{n}{n_I}\right)$, and the Schur complement of $M_u$

$$X_u := -2\lambda_u P_0 - \dot{P}_0 + k_P \left(\dot{L}P_0 + P_0 \ddot{L}\right) - \frac{k_I}{k_P} (W_e P_0 + P_0 W_e) + \ldots$$

$$- Y_u^{-1} (\beta_u I_{n-1} - P_0) W_e (\beta_u I_{n-1} - P_0).$$

The properties of Schur complements indicate that if $Y_u > 0$, then $M_u \geq 0$ if and only if $X_u \geq 0$.

The following choice of control gains:

$$\frac{k_I}{k_P} = \eta_{I,u} \frac{n}{n_I} \lambda_u,$$

with $\eta_{I,u} \geq 2$ ensures that $Y_u > 0$ as well as $\beta_u Y_u^{-1} - \frac{k_I}{k_P} \leq 0$, and along with Lemma 4 $W_e \leq I_{n-1}$, $W_e P_0 + P_0 W_e \leq 2\beta_u I_{n-1}$, and $P_0 W_e P_0 \leq \beta_u^2 I_{n-1}$ yield the following bound:

$$X_u \geq \left(\chi_u - 2\lambda_u \beta_u - 2 \frac{k_I}{k_P} \beta_u\right) I_{n-1}.$$

Recall now that, as stated in Lemma 4 $\beta_u := \frac{k_I}{2\gamma_u}$ and $0 < \chi_u \leq \delta_u$. Then, choosing the largest possible $\chi_u = \delta_u$, and a guaranteed rate of convergence

$$\lambda_u = \nu \gamma_u \left(1 + \eta_{I,u} \frac{n}{n_I}\right)^{-1},$$

with $\nu \in (0, 1]$, implies that

$$X_u \geq \delta_u (1 - \nu) I_{n-1} \geq 0.$$

This proves that $M_u$ is positive semidefinite. ■
D.2 Positive Semidefiniteness of $M_r$

Define $Y_{r,1} := 2\beta_r \frac{k^2_p}{k^2_I} \left( 1 - \lambda_r \frac{k^2_p}{k^2_I} \right)$, and the Schur complement of $M_r$

$$X_{r,1} := \begin{bmatrix}
2\beta_r \left( k_R \omega - \frac{k_i}{k_p} \left( n - n_I \right) - n \lambda_r \right) & - \left( k_R \omega^T + \frac{k_i}{k_p} v^T \right) Q^T \left( \beta_{r-1} + P_{0r} \right) \\
- \left( \beta_{r-1} + P_{0r} \right) Q \left( k_R \omega^T + \frac{k_i}{k_p} v^T \right) & -2\lambda_r P_{0r} - \hat{P}_{0r} + k_p \left( \hat{L} P_{0r} + P_{0r} \hat{L} \right) - \frac{k_i}{k_p} \left( W_{e} P_{0r} + P_{0r} W_{e} \right) - Y_{r,1}^{-1} \left( \beta_{r-1} - P_{0r} \right) \left( \beta_{r-1} - P_{0r} \right) \right].$$

Now, define $Y_{r,2} := 2\beta_r \left( k_R \omega - \frac{k_i}{k_p} \left( n - n_I \right) - n \lambda_r \right)$, and the Schur complement of $X_{r,1}$

$$X_{r,2} := -2\lambda_r P_{0r} - \hat{P}_{0r} + k_p \left( \hat{L} P_{0r} + P_{0r} \hat{L} \right) - \frac{k_i}{k_p} \left( W_{e} P_{0r} + P_{0r} W_{e} \right) - Y_{r,2}^{-1} \left( \beta_{r-1} - P_{0r} \right) \left( \beta_{r-1} - P_{0r} \right) \ldots$$

Next, concatenating the properties of Schur complements, if $Y_{r,1} > 0$ and $Y_{r,2} > 0$, then $M_r \succeq 0$ if and only if $X_{r,2} \succeq 0$. Note that

$$Q v v^T Q^T \leq u^2_{v} L_{n-1}, \quad Q \omega \omega^T Q^T \leq u^2_{\omega} L_{n-1}, \quad W_e \succeq L_{n-1}$$

$$P_{0r} Q v v^T Q^T P_{0r} \leq \beta_{r-1}^2 u^2_{v} L_{n-1}, \quad P_{0r} Q \omega \omega^T Q^T P_{0r} \leq \beta_{r-1}^2 u^2_{\omega} L_{n-1}, \quad P_{0r} W_{e} P_{0r} \leq \beta_{r-1}^2 L_{n-1},$$

$$P_{0r} Q v v^T Q^T + Q v v^T Q^T \leq 2\beta_{r-1} u^2_{v} L_{n-1}, \quad P_{0r} Q \omega \omega^T Q^T + Q \omega \omega^T Q^T \leq 2\beta_{r-1} u^2_{\omega} L_{n-1}, \quad P_{0r} W_{e} + W_{e} P_{0r} \leq 2\beta_{r-1} L_{n-1},$$

$$Q v v^T Q^T + Q \omega \omega^T Q^T \leq 2u_{v} u_{\omega} L_{n-1}, \quad P_{0r} Q v v^T Q^T + Q v v^T Q^T \leq 2u_{v} u_{\omega} \beta_{r-1} L_{n-1},$$

$$P_{0r} Q \omega \omega^T Q^T + Q \omega \omega^T Q^T \leq 2u_{v} u_{\omega} \beta_{r} L_{n-1},$$

$$P_{0r} Q v v^T Q^T P_{0r} + P_{0r} Q v v^T Q^T \leq 2u_{v} u_{\omega} \beta_{r} L_{n-1},$$
and choose

\[ \frac{k_i}{k_P} = \eta_{I,r} \lambda_r, \quad k_R = \eta_{R,r} n \xi_r \lambda_r, \]

with \( \eta_{I,r} \geq 2 \) and \( \eta_{R,r} > 1 \). This ensures that \( Y_{r,1} > 0 \), \( Y_{r,2} > 0 \), and \( \beta_r Y_{r,1}^{-1} - \frac{k_i}{k_P} \leq 0 \). Lemma these matrix properties, and the choice of control gains yield the following bound:

\[ X_{r,2} \geq \left( \chi_r - 2 \lambda_r \beta_r - 2 \frac{k_i}{k_P} \beta_r - 2 \lambda_r \beta_r \right) \mathbb{I}_n^{-1}. \]

Recall now that, as stated in Lemma \[ \beta_r := \frac{\delta_r}{\gamma_r} \text{ and } 0 < \chi_r \leq \delta_r. \] Then, choosing the largest possible \( \chi_r = \delta_r \), and a guaranteed rate of convergence

\[ \lambda_r = \gamma_r (1 + \eta_{I,r} + f_r)^{-1}, \]

implies that \( X_{r,2} \geq 0 \). This proves that \( M_r \) is positive semidefinite. However, the value for \( \lambda_r \) above is not as straightforward to compute as it may seem at first glance. Recall that

\[ \gamma_r := \frac{k_P n \mu}{(1 + (k_P n + k_R) T)^2}. \]

Since \( k_R \) is expressed in terms of \( \lambda_r \), further algebraic manipulation of the expressions above yields the following polynomial equation:

\[ \lambda_r (1 + k_P n T + \eta_{R,r} n \xi_r T \lambda_r)^2 - \frac{k_P n \mu}{1 + \eta_{I,r} + f_r} = a_3 \lambda_r^3 + a_2 \lambda_r^2 + a_1 \lambda_r + a_0 = 0, \]

with coefficients \( a_3, a_2, a_1 > 0 \) and \( a_0 < 0 \)

\[ a_3 := (\eta_{R,r} n \xi_r T)^2, \quad a_2 := 2 \eta_{R,r} n \xi_r T (1 + k_P n T), \quad a_1 := (1 + k_P n T)^2, \quad a_0 := -\frac{k_P n \mu}{1 + \eta_{I,r} + f_r}. \]

Routh’s stability criterion can be used to conclude that the polynomial equation above always has a single positive real root, and two complex conjugate roots. Hence, for every choice of design parameters \( \eta_{I,r} \geq 2 \) and \( \eta_{R,r} > 1 \) there exists a \( \lambda_r > 0 \) that renders \( M_r \geq 0. \)
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